# Практическая работа №2

**Цель работы.** Исследование обусловленности задачи нахождения корня уравнения.

**Основные теоретические положения.** Под обусловленностью вычислительной задачи понимают чувствительность ее решения к малым погрешностям входных данных. Задачу называют хорошо обусловленной, если малым погрешностям входных данных отвечают малые погрешности решения, и плохо обусловленной, если возможны сильные изменения решения. Количественной мерой степени обусловленности вычислительной задачи является число обусловленности, которое можно интерпретировать как коэффициент возможного возрастания погрешностей в решении по отношению к вызвавшим их погрешностям входных данных. Пусть между абсолютными погрешностями входных данных x и решения y установлено неравенство:

,

где x\* и y\* - приближённые входные данные и приближённое решение соответственно. Тогда величина называется абсолютным числом обусловленности. Если же установлено неравенство

между относительными ошибками данных и решения, то величину называют относительным числом обусловленности. Для плохо обусловленной задачи 𝜈 ≫ 1. Грубо говоря, если , где 𝜈 − относительное число обусловленности, то порядок N показывает число верных цифр, которое может быть утеряно в результате по сравнению с числом верных цифр входных данных. Ответ на вопрос о том, при каком значении 𝜈 задачу следует признать плохо обусловленной, зависит, с одной стороны, от предъявляемых требований 3 к точности решения и, с другой, – от уровня обеспечиваемой точности исходных данных. Например, если требуется найти решение с точностью 0.1%, а входная информация задается с точностью 0.02%, то уже значение 𝜈 = 10 сигнализирует о плохой обусловленности. Однако, при тех же требованиях к точности результата, гарантия, что исходные данные задаются с точностью не ниже 0.0001%, означает, что при задача хорошо обусловлена. Если рассматривать задачу вычисления корня уравнения 𝑦 = 𝑓(𝑥), то роль числа обусловленности будет играть величина

,

где – корень уравнения. Из уравнения можно получить  *-* теоретическое количество итераций.

Порядок выполнения работы:

1) Нахождение области определения функции, локализация корня уравнения 𝑓(𝑥) = 0, взятие производной вручную.

2) Написание программы, включающей метод нахождения функции, производной на Java, вычисляющей простой корень уравнения по методу Бисекции с логическим условием .

3) Получение теоретического значения (используя логарифм по основанию 2 и ) и сравнение его с количеством итераций , полученной программой.

4) Вычисление , сравнение его с получение вывода об обусловленности задачи.

5) Проведение вычислений по программе, варьируя значения параметров.

6) Поменять условие окончания итераций на N (большое значение) и поймать интервал неопределенности по правилу Гарвика (![](data:image/png;base64,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), при нарушении начинается разболтка).

После каждого этапа сформировать таблицу и сделать анализ результатов:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| *eps* | *delta* |  |  |  |  |  | Обусловленность |
|  |  |  |  |  |  |  |  |

План варьирования входных параметров:

1. eps постоянен и равен 0.01, delta варьируется от 0.00001 до 0.1.

3. delta постоянна и равна 0.01, eps варьируется от 0.000001 до 10.

4. delta и eps одновременно варьируются от 0.000001 до 1. Построить график зависимости eps от количества итераций. – если уже сделано, оставляем.

Упрощённый вариант: eps, который является условием остановки итераций меняем в диапазоне от 0.00001 и 0.1 и заполняем таблицу

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| *eps* |  |  |  |  |  | Обусловленность |
|  |  |  |  |  |  |  |

**Варианты:** согласно номеру в списке.

|  |  |
| --- | --- |
| № | f(x) |
| 1 | ln(x+(x^2+5)^(1/2)) |
| 2 | (sin(2x))^3cos(8x^5) |
| 3 | arcsin(x+8)/cos(x-4) |
| 4 | [(x-5)^(2)/(ln(x-9))^(3)]-40 |
| 5 | ln(x^2-(x-5)^(1/2))-4 |
| 6 | [ln(x^(2)+4)/(x+6)]-9 |
| 7 | [ln(x-5)^(2)/ln(x)]+3 |
| 8 | (sin(2x^3))^2cos(8x) |
| 9 | ln(x+(x^3+8)^(1/2)) |
| 10 | (arcsin(x-8))^2/(cos(x-4))^3 |
| 11 | (x-5)^(2)/(ln(x-9))^(2) |
| 12 | [log5(x^(2)+4)]-1 |
| 13 | arcsin(x^(4)-8)/sin(x+4) |
| 14 | ln(x-5)^(2)/cos(x) |
| 15 | sin(2x^2)(cos(8x))^3 |
| 16 | exp(sin(x-9)) |
| 17 | arcsin(x^2-8)/(cos(x+4))^3 |
| 18 | ln((x-5)^(2))/3 |
| 19 | ln(x^2+(x^3+8)^(1/2)) |
| 20 | arcsin(x^(4)-8)/sin(x+4) |
| 21 | sin(2x^3)(cos(7x))^3 |