**主题**：关于贵团队论文《#InsTag: Instruction Tagging for Analyzing Supervised Fine-tuning of Large Language Models》的涉及模型的复现请求

**正文**：

尊敬的xxx：

您好！

首先，我谨代表我们的研究团队对贵团队在ICLR 2024上发表的论文《#InsTag: Instruction Tagging for Analyzing Supervised Fine-tuning of Large Language Models》表示由衷的赞赏；您的论文在大模型微调数据集构造方面的创新性研究方法令我们印象深刻，为我们提供了宝贵的实践指导。

在仔细研读您的论文后，我们深受启发，决定尝试复现您的实验结果，然而，在复现过程中，我们发现贵团队并未在huggingface上公开微调后的模型参数，在此，我们恳请您能否将论文中涉及的模型及相关代码分享给我们，以便我们进行深入学习和研究。我们承诺，在获得您的授权后，我们将严格遵守学术道德和相关规定，仅在学术研究范围内使用这些资料。

我们深知这无疑是一个比较特殊的要求，但鉴于贵团队在学术界的声誉和影响力，我们相信您会给予我们支持。若您方便，还请您在百忙之中回复一封邮件，告知我们是否有可能实现这一请求。我们期待着您的回复，并再次对您的研究成果表示敬意。

感谢您的关注与支持，祝您工作顺利，科研成果丰硕！

此致

敬礼！
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