**基于知识图谱的多视角新闻推送系统设计与实现**

**项目简介：**

目前主流的新闻推送系统已经能够较好地满足用户的主动表达的需求。基于内容及协同过滤并结合用户行为的方法力图使推送效果呈现“千人千面”。虽然完全迎合用户行为习惯进行精准推送能够极大地提高准确性，但往往会局限化用户获取信息的范围。本项目的基本思想是不仅仅为用户推送所需的已知信息，关键在于推送未知的新知识，拓宽视野，将推送过程变成发现之旅，从而提升用户体验。本项目利用知识图谱设计多视角注意力模型，综合新闻文本的准确性、时效性和全面性，在神经网络中进行大规模数据训练。同时，避免仅以准确性为基础的指标，设计多视角Top-K排序进行多项相关工作的评估。本项目设计多视角热点新闻推送和交互系统。

­­­

**项目论证：**

1. 研究现状和研究意义

新闻推送系统如今被大量使用在各大主流媒体平台，如国内的头条、微博、腾讯新闻等；国外的Google News、Twitter等，然而其通常依赖于相对单一的指标，如用户历史记录等进行高度个性化的推送，导致用户可以接触到的资讯范围被限制在属于用户自己的小圈子里，新闻资讯呈现出“千人千面”的特点。用户在浏览热点新闻时，随着对某一观点的频繁点击，基于单一指标的top-k会趋向于继续推送片面的新闻，这就导致用户对热点新闻的认识偏差。由此可见设计一款基于多视角top-k的新闻推送系统对于全面提高新闻推送质量至关重要。

知识图谱是一种异构图，其中结点表示实体，边表示实体间的关系。近年来，知识图谱作为一种结构化的人类知识形式，引起了学术界和工业界的极大关注。目前知识图谱的应用已经较为成熟。其中KGE算法是知识图谱表示为地位的嵌入向量，分为基于距离和基于语义匹配的模型，基于距离的模型有TransE，TransH，TransR，TransD等；而基于语义匹配的模型有DistMult等。基于知识图谱的算法具有可解释性强的优点，因为它采用实体-关系-实体的结构化方式来表达知识。同时，这种结构让知识图谱易于查询、拓展、可视化展示，十分适合用于多视角新闻推送系统的设计中。

文本情感分析又称意见挖掘, 是对带有情感色彩的主观性文本进行分析、处理、归纳和推理的过程。目前，情感分析技术可以分为两类，一类是基于机器学习的方法，另一类是基于情感词典的方法。

目前已经有大量公开的情感词典供研究者使用，在基于传统机器学习方法和基于深度学习的方法中有研究者使用公开发表的数据集，也有研究者通过构建新数据集，划分不同的标签来实现对于情感的分类。心理学中定义了七种基本的情感：恐惧、愤怒、喜悦、悲伤、蔑视、厌恶和惊讶，可以将不同新闻文本分成这七种类别。

KGAT（Knowledge Graph Attention Network for Recommendation）是推荐系统中一种基于知识图谱和注意力机制的新方法。现有的CKG模型在利用高阶信息进行推荐时，面临着节点规模过大、高阶关系对预测贡献不平等的挑战。KGAT通过引入线性时间复杂度的递归嵌入传播和基于注意的聚合，利用神经注意机制来学习传播过程中每个邻居的权重，试图解决这些挑战。

1. 难点
   * + 1. 如何对用户的行为多视角分析并多视角挖掘新闻

新闻推送过程中，用户的行为模式（例如：点击、滚动、停留、点赞、转发等）包含了很多用户对于当前新闻推送内容的个性化评价信息，这些信息通常是被系统所忽略的，如何利用这些行为信息分析用户并且构建用户画像从而挖掘多视角新闻内容是一大难点。

* + - 1. 如何对新闻推送各个指标做综合排序

在新闻推送过程中，准确性、时效性和全面性是三个重要的指标，但它们往往会存在冲突。三项指标该以如何的权重占比进行综合排序是一个难点。此外，对于各种不同类型的新闻内容，三项指标的占比是否应该体现出差异性，这个差异性具体如何实现，这也是新闻综合排序的难点之一。

1. 研究内容和创新之处

知识图谱注意力模型

本项目引入KGAT模型，KGAT通过将用户和物品的特征表示为多维向量，并利用知识图谱中的实体和关系来构建用户-物品交互矩阵，然后采用注意力机制来自适应地聚合用户和物品的向量表示，以更好地捕捉它们之间的关系和相互作用。本项目在KGAT模型的基础上，以端对端的方式显式地模拟CKG中的高阶连接，量化分析用户的行为（例如：点击、滚动、停留、点赞、转发等），充分利用知识图谱中的上下文信息和图神经网络中的新闻特征，从而通过用户的行为挖掘更深层次的相关内容。

多视角top-k排序方法

本项目利用知识图谱设计多视角注意力模型，综合新闻文本的准确性、时效性和全面性，综合设计top-k指标，在神经网络中进行大规模数据训练。为进一步加强模型性能，本项目在BERT的基础上结合NLP自然语言处理技术和情感词典，可以做到更加精准地对新闻内容和观点进行分类。

1. 预期成果
2. 提出基于知识图谱的­­­多视角注意力模型

为了能在保证准确度的同时给用户有一种新颖的新闻推送体验，本项目提出一种多视角注意力模型。传统的新闻推送模型只从一个方面考虑新闻内容，而该模型则会同时考虑多个视角，例如新闻的点击率，火爆程度，时效性以及观点全面性等。这种设计可以更全面地了解新闻事件，提高推送的准确性。在考虑多视角时，该模型通过注意力机制来加权不同视角的重要性，从而更好地平衡不同视角对推送的影响。这种设计可以更好地控制时效性和全面性的平衡。该模型不仅考虑新闻事件的时效性和全面性，还结合了事件的准确性，例如通过对不同媒体的报道进行比对，来确定新闻事件的真实性。这种设计可以提高推送的准确性和可信度。

1. 设计综合top-k指标

本项目在实现上述模型过程中设计综合top-k指标，综合考量新闻的时效性，准确性和全面性。本项目引入KGAT框架，KGAT可以通过学习用户和新闻事件的表示向量，使用注意力机制来加权不同实体之间的交互，从而提高推送的准确性和个性化程度。在KGAT模型的基础上，以端对端的方式显式地模拟CKG中的高阶连接，充分利用知识图谱中的上下文信息和图神经网络中的新闻特征，给用户top-k推送，并保证了新闻推送的准确度和时效性。针对新闻全面性，本项目引入BERT模型，把新闻的标题，正文和事件三者量化并融合，得出新闻的全面性指标。为进一步加强模型性能，本项目在BERT的基础上结合NLP自然语言处理技术和情感词典，可以做到更加精准地为各条新闻做情感分类。本项目所设计的top-k指标融合了上述关于新闻准确性，时效性，全面性，从而给推送系统提供一个可靠的参考指标。

1. 设计多视角新闻推送服务

本项目在上述模型及top-k指标的基础上，设计了一种可视化多视角新闻推送服务系统，从热点事件出发，基于上述标准给用户推送新闻。本项目在移动端为用户设计一套可视化交互系统。根据热点事件，系统会推送与之相关的7个关键词，用户此时可以根据自己的兴趣选择关键词，之后系统会按照本项目中设计的综合top-k指标以及多视角注意力模型推送一系列新闻。本系统的优势就在于没有完全按照用户的个人喜好来做新闻推送，用户的兴趣在整个推送过程中被减少，缓解了用户获取资讯范围会逐渐减小的问题。此外，综合top-k的相关数据也会在对应新闻旁展示给用户。得益于知识图谱的应用，用户也可以清晰地了解到自己为什么会收到这些新闻推送。

1. 研究方法

本项目主要采用以下研究方法：1，理论研究，先进行资料查阅和技术学习，通过各种文献以及网上资料，对推荐系统的关键算法进行初步整合与实现，并记录各种当前问题和潜在问题。2，现有模型研究，如GCN、GAT、GAE、GRCN、GTN等，通过对当下现有的新闻推荐系统进行实验研究，参考各大主流的新闻推荐系统，从中得到相关的启发和提升用以完善新闻推荐系统。3，定性定量研究，由于新闻推荐需要考虑的因素有很多，诸多因素错综复杂，需要将各个因素对该系统的影响做出准确判断，以此来决定各种因素在该系统的权重。4，设计多视角注意力模型，将新闻的时效性，准确性和全面性进行建模。
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**项目方案：**

**训练目标：**

1. 实现一个基于用户个性化的新闻推送系统。此系统在具备一般新闻推荐系统的基础功能的基础上，应能进一步提高用户的新闻阅读效率，解决当下一部分新闻推荐系统存在的新闻时效性不足、全面性不够等问题。在具体实现的层面上，首先需要学习和完善推荐系统的算法，多多了解各种新闻推荐算法的优缺点；然后选择和完善适合的知识图谱，学习运用神经网络的相关知识，将其用合适的算法应用进系统，并最终实现相对完善的推送系统。
2. 项目组的成员在实现项目的过程中，学习推荐系统、卷积神经网络、知识图谱等有关机器学习、深度学习的知识。进一步掌握编程软件的应用。了解计算机理论知识在实际情境中的应用，为日后的学习以及工作或研究打下基础，并提高对理论知识的应用意识。在实践过程中锻炼信息检索能力、学习能力、时间管理能力、语言组织能力以及合作能力等。

**前期准备：**

1. 多角度调研。在学术上，首先需了解该领域的基本常识和已有成果。查阅技术论坛文章、论文等，并结合一些已有的代码。在阅读学习的过程中，明悉、细化并结构化不同的概念，为后续的实践步骤打下坚实的理论基础。在应用上，需要考察、研究实际的推荐场景。由于我们选定新闻为推送系统的实体，就需要了解市面上的新闻网站、新闻软件的推荐逻辑（算法实现方式）以及知识库等。同时，为提升用户体验，可以用网络信息检索等方式了解用户的实际需求，为后续的算法设计做准备。
2. 在调研的同时，完善工具应用方面的知识漏洞。如继续学习python语法，了解深度学习的有关知识，学习tensorflow的使用，熟悉虚拟环境的搭建等。
3. 阅读现有DKN模型代码，结合先前了解的理论知识，尝试读懂代码、理解算法，并在该过程中进一步理解理论概念。
4. 在理论理解和代码阅读的基础上，逐步确定具体化的、当前可实现的目标。分清不同目标的权重，重点目标应当首要实现，次要目标则根据能力和系统限制，尽量实现。在此认知基础上实现和完善项目代码。

**组织实施：**

1）项目组的各成员都应提高个体参与度。细分任务，合理分工，明确小任务的截止日期。定期用线上线下沟通渠道讨论、汇报当下进度，并根据具体情况灵活调整分工和阶段性任务，以提高项目组织的效率。

2）平时加强沟通交流，发挥团队作用，遇到疑难进行讨论互助。

3）向导师定期进行项目进度汇报。必要时可寻求方向性或者细节指导。

**安成项目的条件和保障：**

1.本项目申报团队中的成员积极性很高，学习能力很强，能够充分安排和利用课余时间来完成对本项目的研究和创新。指导老师和研究生学长专业知识储备丰富，和团队成员之间交流顺畅，为研究指明方向。

2.学校提供高性能运算服务器，保证模型训练过程顺利。

**经费预算：**

1.论文发表版面费：用于发表论文或申请软件专利，预计4000元

2.差旅费：在项目实施过程中，开展业务调研等，预计1000元

3.合作与交流费:用于与资助项目研究工作直接相关的合作与交流费用，包括项目组人员的参观、培训及相关专家的访问等部分费用，预计2000元

4.打印费：预计500元

5.资料费：用于购买项目模型训练中使用到的数据，预计1000元

6.能源成本:项目过程中，相关大型仪器设备和专用科学装置运行过程中产生的水、电等费用，预计500元

总计：9000元

。