**The methods and results of the traditional radiomics analysis**

To investigate the advantage of our proposed method, we conducted traditional radiomics analysis using the same full data of deep learning radiomics. The traditional radiomic features were automatically extracted from PyRadiomics1 and implemented in Python (version 3.7.6; <https://www.python.org/>) for each sinus. The details of these features were available in the documentation for PyRadiomics (<http://PyRadiomics.readthedocs.io/en/latest/>). For each sample, a total of 1218 features including intensity features, shape features, texture features, and wavelet features were extracted from the segmented sinus regions. For features in the training cohort, each feature for a specific patient was subtracted by the mean value and divided by standard deviation value from this cohort. The same normalization method was applied to features in the testing cohort using the mean values and standard deviation values calculated based on the training cohort. Least absolute shrinkage and selection operator (Lasso) was used to select the most important features. Finally, 10 features from the CT imagines were extracted, consisting of 3 first-order statistical features, 4 grey-level size zone matrix features, 1 grey level dependence matrix, 2 gray level co-occurrence matrix. Logistic regression model was used for the recurrence prediction. A risk-score was built based on the coefficients of the selected features. The risk-score was then combined with clinical factors for nomogram construction. Finally, we got an AUC of 0.496 for the radiomics model and an AUC of 0.690 for the combined nomogram (Figure S1).

**The details of our proposed network**
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![](data:image/x-wmf;base64,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)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAECCQAAAADTXgEACQAAAzIBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9X///9gAQAANQEAAAUAAAAJAgAAAAIFAAAAFAIgAUUAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+Yyg8DnyBfdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAASACAAo8AAAAmBg8AEwFBcHBzTUZDQwEA7AAAAOwAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDSAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAA1ACKBAAACgAzF2ZBMxdmQdQAigR41A8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is the fusion features. We then use three fully connected layers composed of 256, 64, and 2 neurons to gradually extract features. Finally, we use a softmax function to generate the final classification probability.

For the segmentation, we use generalized Dice loss (GDL) to learn the shape similarity between the segmentation result and ground truth, which is denoted as
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The final multitask loss is the linear combination of the segmentation loss and the classification loss, which is defined as
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The proposed network is built with PyTorch and runs on an NVIDIA V100 GPU. We employ the Adam optimizer with an initialized learning rate set to 2e-4. The bath size is set to 4, and the maximum number of epochs is set to 300. Figure S2 shows the architecture of our proposed network.