Homework 8

**Chinki**

**May 22, 2017**

**The SVM analysis on the OCR analysis letter data**

**Step 1: Collecting the data**

source of the dataset the UCI Machine Learning Data Repository. The dataset contains 20,000 examples of 26 English alphabet capital letters as printed using 20 different randomly reshaped and distorted black and white fonts.the letters are challenging for a computer to identify, yet are easily recognized by a human being

**Step 2: Exploring and preparing the data**

#Reading data into R  
letters <- read.csv("http://www.sci.csueastbay.edu/~esuess/classes/Statistics\_6620/Presentations/ml11/letterdata.csv")

#Getting structure of the data  
str(letters)

## 'data.frame': 20000 obs. of 17 variables:  
## $ letter: Factor w/ 26 levels "A","B","C","D",..: 20 9 4 14 7 19 2 1 10 13 ...  
## $ xbox : int 2 5 4 7 2 4 4 1 2 11 ...  
## $ ybox : int 8 12 11 11 1 11 2 1 2 15 ...  
## $ width : int 3 3 6 6 3 5 5 3 4 13 ...  
## $ height: int 5 7 8 6 1 8 4 2 4 9 ...  
## $ onpix : int 1 2 6 3 1 3 4 1 2 7 ...  
## $ xbar : int 8 10 10 5 8 8 8 8 10 13 ...  
## $ ybar : int 13 5 6 9 6 8 7 2 6 2 ...  
## $ x2bar : int 0 5 2 4 6 6 6 2 2 6 ...  
## $ y2bar : int 6 4 6 6 6 9 6 2 6 2 ...  
## $ xybar : int 6 13 10 4 6 5 7 8 12 12 ...  
## $ x2ybar: int 10 3 3 4 5 6 6 2 4 1 ...  
## $ xy2bar: int 8 9 7 10 9 6 6 8 8 9 ...  
## $ xedge : int 0 2 3 6 1 0 2 1 1 8 ...  
## $ xedgey: int 8 8 7 10 7 8 8 6 6 1 ...  
## $ yedge : int 0 4 3 2 5 9 7 2 1 1 ...  
## $ yedgex: int 8 10 9 8 10 7 10 7 7 8 ...

All the variables are interger type except letter. In the SVM, all features should be numeric. On the other hand, some of the ranges for these integer variables appear fairly wide. This indicates that we need to normalize or standardize the data. But it is good in the SVM because R performe rescaling automatically in SVM. Lets move to divide data into training and test.

# divide into training and test data  
letters\_train <- letters[1:16000, ]  
letters\_test <- letters[16001:20000, ]

**Step 3: Training a model on the data**

I will use package kernlab for SVM. By default, the ksvm() function uses the Gaussian RBF kernel, but a number of other options are provided.

# begin by training a simple linear SVM  
library(kernlab)  
letter\_classifier <- ksvm(letter ~ ., data = letters\_train,  
 kernel = "vanilladot")

## Setting default kernel parameters

vanilladot kernel is used for linera seperable boundry.

# look at basic information about the model  
letter\_classifier

## Support Vector Machine object of class "ksvm"   
##   
## SV type: C-svc (classification)   
## parameter : cost C = 1   
##   
## Linear (vanilla) kernel function.   
##   
## Number of Support Vectors : 7037   
##   
## Objective Function Value : -14.1746 -20.0072 -23.5628 -6.2009 -7.5524 -32.7694 -49.9786 -18.1824 -62.1111 -32.7284 -16.2209 -32.2837 -28.9777 -51.2195 -13.276 -35.6217 -30.8612 -16.5256 -14.6811 -32.7475 -30.3219 -7.7956 -11.8138 -32.3463 -13.1262 -9.2692 -153.1654 -52.9678 -76.7744 -119.2067 -165.4437 -54.6237 -41.9809 -67.2688 -25.1959 -27.6371 -26.4102 -35.5583 -41.2597 -122.164 -187.9178 -222.0856 -21.4765 -10.3752 -56.3684 -12.2277 -49.4899 -9.3372 -19.2092 -11.1776 -100.2186 -29.1397 -238.0516 -77.1985 -8.3339 -4.5308 -139.8534 -80.8854 -20.3642 -13.0245 -82.5151 -14.5032 -26.7509 -18.5713 -23.9511 -27.3034 -53.2731 -11.4773 -5.12 -13.9504 -4.4982 -3.5755 -8.4914 -40.9716 -49.8182 -190.0269 -43.8594 -44.8667 -45.2596 -13.5561 -17.7664 -87.4105 -107.1056 -37.0245 -30.7133 -112.3218 -32.9619 -27.2971 -35.5836 -17.8586 -5.1391 -43.4094 -7.7843 -16.6785 -58.5103 -159.9936 -49.0782 -37.8426 -32.8002 -74.5249 -133.3423 -11.1638 -5.3575 -12.438 -30.9907 -141.6924 -54.2953 -179.0114 -99.8896 -10.288 -15.1553 -3.7815 -67.6123 -7.696 -88.9304 -47.6448 -94.3718 -70.2733 -71.5057 -21.7854 -12.7657 -7.4383 -23.502 -13.1055 -239.9708 -30.4193 -25.2113 -136.2795 -140.9565 -9.8122 -34.4584 -6.3039 -60.8421 -66.5793 -27.2816 -214.3225 -34.7796 -16.7631 -135.7821 -160.6279 -45.2949 -25.1023 -144.9059 -82.2352 -327.7154 -142.0613 -158.8821 -32.2181 -32.8887 -52.9641 -25.4937 -47.9936 -6.8991 -9.7293 -36.436 -70.3907 -187.7611 -46.9371 -89.8103 -143.4213 -624.3645 -119.2204 -145.4435 -327.7748 -33.3255 -64.0607 -145.4831 -116.5903 -36.2977 -66.3762 -44.8248 -7.5088 -217.9246 -12.9699 -30.504 -2.0369 -6.126 -14.4448 -21.6337 -57.3084 -20.6915 -184.3625 -20.1052 -4.1484 -4.5344 -0.828 -121.4411 -7.9486 -58.5604 -21.4878 -13.5476 -5.646 -15.629 -28.9576 -20.5959 -76.7111 -27.0119 -94.7101 -15.1713 -10.0222 -7.6394 -1.5784 -87.6952 -6.2239 -99.3711 -101.0906 -45.6639 -24.0725 -61.7702 -24.1583 -52.2368 -234.3264 -39.9749 -48.8556 -34.1464 -20.9664 -11.4525 -123.0277 -6.4903 -5.1865 -8.8016 -9.4618 -21.7742 -24.2361 -123.3984 -31.4404 -88.3901 -30.0924 -13.8198 -9.2701 -3.0823 -87.9624 -6.3845 -13.968 -65.0702 -105.523 -13.7403 -13.7625 -50.4223 -2.933 -8.4289 -80.3381 -36.4147 -112.7485 -4.1711 -7.8989 -1.2676 -90.8037 -21.4919 -7.2235 -47.9557 -3.383 -20.433 -64.6138 -45.5781 -56.1309 -6.1345 -18.6307 -2.374 -72.2553 -111.1885 -106.7664 -23.1323 -19.3765 -54.9819 -34.2953 -64.4756 -20.4115 -6.689 -4.378 -59.141 -34.2468 -58.1509 -33.8665 -10.6902 -53.1387 -13.7478 -20.1987 -55.0923 -3.8058 -60.0382 -235.4841 -12.6837 -11.7407 -17.3058 -9.7167 -65.8498 -17.1051 -42.8131 -53.1054 -25.0437 -15.302 -44.0749 -16.9582 -62.9773 -5.204 -5.2963 -86.1704 -3.7209 -6.3445 -1.1264 -122.5771 -23.9041 -355.0145 -31.1013 -32.619 -4.9664 -84.1048 -134.5957 -72.8371 -23.9002 -35.3077 -11.7119 -22.2889 -1.8598 -59.2174 -8.8994 -150.742 -1.8533 -1.9711 -9.9676 -0.5207 -26.9229 -30.429 -5.6289   
## Training error : 0.130062

This information tells us very little about how well the model will perform in the real world. We'll need to examine its performance on the testing dataset to know whether it generalizes well to unseen data. training error is 13%.

**Step 4: Evaluating model performance**

The predict() function allows us to use the letter classification model to make predictions on the testing dataset.

# predictions on testing dataset  
letter\_predictions <- predict(letter\_classifier, letters\_test)  
head(letter\_predictions)

## [1] U N V X N H  
## Levels: A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

#Getting table of prediction and test  
table(letter\_predictions, letters\_test$letter)

##   
## letter\_predictions A B C D E F G H I J K L M N  
## A 144 0 0 0 0 0 0 0 0 1 0 0 1 2  
## B 0 121 0 5 2 0 1 2 0 0 1 0 1 0  
## C 0 0 120 0 4 0 10 2 2 0 1 3 0 0  
## D 2 2 0 156 0 1 3 10 4 3 4 3 0 5  
## E 0 0 5 0 127 3 1 1 0 0 3 4 0 0  
## F 0 0 0 0 0 138 2 2 6 0 0 0 0 0  
## G 1 1 2 1 9 2 123 2 0 0 1 2 1 0  
## H 0 0 0 1 0 1 0 102 0 2 3 2 3 4  
## I 0 1 0 0 0 1 0 0 141 8 0 0 0 0  
## J 0 1 0 0 0 1 0 2 5 128 0 0 0 0  
## K 1 1 9 0 0 0 2 5 0 0 118 0 0 2  
## L 0 0 0 0 2 0 1 1 0 0 0 133 0 0  
## M 0 0 1 1 0 0 1 1 0 0 0 0 135 4  
## N 0 0 0 0 0 1 0 1 0 0 0 0 0 145  
## O 1 0 2 1 0 0 1 2 0 1 0 0 0 1  
## P 0 0 0 1 0 2 1 0 0 0 0 0 0 0  
## Q 0 0 0 0 0 0 8 2 0 0 0 3 0 0  
## R 0 7 0 0 1 0 3 8 0 0 13 0 0 1  
## S 1 1 0 0 1 0 3 0 1 1 0 1 0 0  
## T 0 0 0 0 3 2 0 0 0 0 1 0 0 0  
## U 1 0 3 1 0 0 0 2 0 0 0 0 0 0  
## V 0 0 0 0 0 1 3 4 0 0 0 0 1 2  
## W 0 0 0 0 0 0 1 0 0 0 0 0 2 0  
## X 0 1 0 0 2 0 0 1 3 0 1 6 0 0  
## Y 3 0 0 0 0 0 0 1 0 0 0 0 0 0  
## Z 2 0 0 0 1 0 0 0 3 4 0 0 0 0  
##   
## letter\_predictions O P Q R S T U V W X Y Z  
## A 2 0 5 0 1 1 1 0 1 0 0 1  
## B 0 2 2 3 5 0 0 2 0 1 0 0  
## C 2 0 0 0 0 0 0 0 0 0 0 0  
## D 5 3 1 4 0 0 0 0 0 3 3 1  
## E 0 0 2 0 10 0 0 0 0 2 0 3  
## F 0 16 0 0 3 0 0 1 0 1 2 0  
## G 1 2 8 2 4 3 0 0 0 1 0 0  
## H 20 0 2 3 0 3 0 2 0 0 1 0  
## I 0 1 0 0 3 0 0 0 0 5 1 1  
## J 1 1 3 0 2 0 0 0 0 1 0 6  
## K 0 1 0 7 0 1 3 0 0 5 0 0  
## L 0 0 1 0 5 0 0 0 0 0 0 1  
## M 0 0 0 0 0 0 3 0 8 0 0 0  
## N 0 0 0 3 0 0 1 0 2 0 0 0  
## O 99 3 3 0 0 0 3 0 0 0 0 0  
## P 2 130 0 0 0 0 0 0 0 0 1 0  
## Q 3 1 124 0 5 0 0 0 0 0 2 0  
## R 1 1 0 138 0 1 0 1 0 0 0 0  
## S 0 0 14 0 101 3 0 0 0 2 0 10  
## T 0 0 0 0 3 133 1 0 0 0 2 2  
## U 1 0 0 0 0 0 152 0 0 1 1 0  
## V 1 0 3 1 0 0 0 126 1 0 4 0  
## W 0 0 0 0 0 0 4 4 127 0 0 0  
## X 1 0 0 0 1 0 0 0 0 137 1 1  
## Y 0 7 0 0 0 3 0 0 0 0 127 0  
## Z 0 0 0 0 18 3 0 0 0 0 0 132

The diagonal values of 144, 121, 120, 156, and 127 indicate the total number of records where the predicted letter matches the true value.It is not possible to read this type of representation.

# construct a vector of TRUE/FALSE indicating correct/incorrect predictions  
agreement <- letter\_predictions == letters\_test$letter  
table(agreement)

## agreement  
## FALSE TRUE   
## 643 3357

#Getting propotion of true & false values   
prop.table(table(agreement))

## agreement  
## FALSE TRUE   
## 0.16075 0.83925

The recognition accuracy of about 83 percent which is not to good. I can try to improve model.

**Step 5: Improving model performance**

set.seed(12345)  
letter\_classifier\_rbf <- ksvm(letter ~ ., data = letters\_train, kernel = "rbfdot")  
letter\_predictions\_rbf <- predict(letter\_classifier\_rbf, letters\_test)  
agreement\_rbf <- letter\_predictions\_rbf == letters\_test$letter  
table(agreement\_rbf)

## agreement\_rbf  
## FALSE TRUE   
## 275 3725

It can be challenging, however, to choose from the many different kernel functions. A popular convention is to begin with the Gaussian RBF kernel.

prop.table(table(agreement\_rbf))

## agreement\_rbf  
## FALSE TRUE   
## 0.06875 0.93125

The recognition accuracy of about 93 percent which is not to good. Lets try another kernel I am going to use polynomial kernel.

set.seed(12345)  
letter\_classifier\_rbf <- ksvm(letter ~ ., data = letters\_train, kernel = "polydot")

## Setting default kernel parameters

letter\_predictions\_rbf <- predict(letter\_classifier\_rbf, letters\_test)  
agreement\_rbf <- letter\_predictions\_rbf == letters\_test$letter  
table(agreement\_rbf)

## agreement\_rbf  
## FALSE TRUE   
## 643 3357

prop.table(table(agreement\_rbf))

## agreement\_rbf  
## FALSE TRUE   
## 0.16075 0.83925

83% accuracy.

set.seed(12345)  
letter\_classifier\_rbf <- ksvm(letter ~ ., data = letters\_train, kernel = "tanhdot")

## Setting default kernel parameters

letter\_predictions\_rbf <- predict(letter\_classifier\_rbf, letters\_test)  
  
agreement\_rbf <- letter\_predictions\_rbf == letters\_test$letter  
table(agreement\_rbf)

## agreement\_rbf  
## FALSE TRUE   
## 3662 338

Not performing good.

**The Cluster analysis on the sns data**

**Step 1 - collecting data**

we will use a dataset representing a random sample of 30,000 U.S. high school students who had profiles on a well-known SNS in 2006. To protect the users' anonymity, the SNS will remain unnamed.The full dataset is available at the Packt Publishing website with the filename snsdata.csv.The data was sampled evenly across four high school graduation years (2006 through 2009) representing the senior, junior, sophomore, and freshman classes at the time of data collection.

**Step 2 - exploring and preparing the data**

#Reading the data  
teens <- read.csv("http://www.sci.csueastbay.edu/~esuess/classes/Statistics\_6620/Presentations/ml12/snsdata.csv")  
str(teens)

## 'data.frame': 30000 obs. of 40 variables:  
## $ gradyear : int 2006 2006 2006 2006 2006 2006 2006 2006 2006 2006 ...  
## $ gender : Factor w/ 2 levels "F","M": 2 1 2 1 NA 1 1 2 1 1 ...  
## $ age : num 19 18.8 18.3 18.9 19 ...  
## $ friends : int 7 0 69 0 10 142 72 17 52 39 ...  
## $ basketball : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ football : int 0 1 1 0 0 0 0 0 0 0 ...  
## $ soccer : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ softball : int 0 0 0 0 0 0 0 1 0 0 ...  
## $ volleyball : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ swimming : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ cheerleading: int 0 0 0 0 0 0 0 0 0 0 ...  
## $ baseball : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ tennis : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ sports : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ cute : int 0 1 0 1 0 0 0 0 0 1 ...  
## $ sex : int 0 0 0 0 1 1 0 2 0 0 ...  
## $ sexy : int 0 0 0 0 0 0 0 1 0 0 ...  
## $ hot : int 0 0 0 0 0 0 0 0 0 1 ...  
## $ kissed : int 0 0 0 0 5 0 0 0 0 0 ...  
## $ dance : int 1 0 0 0 1 0 0 0 0 0 ...  
## $ band : int 0 0 2 0 1 0 1 0 0 0 ...  
## $ marching : int 0 0 0 0 0 1 1 0 0 0 ...  
## $ music : int 0 2 1 0 3 2 0 1 0 1 ...  
## $ rock : int 0 2 0 1 0 0 0 1 0 1 ...  
## $ god : int 0 1 0 0 1 0 0 0 0 6 ...  
## $ church : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ jesus : int 0 0 0 0 0 0 0 0 0 2 ...  
## $ bible : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ hair : int 0 6 0 0 1 0 0 0 0 1 ...  
## $ dress : int 0 4 0 0 0 1 0 0 0 0 ...  
## $ blonde : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ mall : int 0 1 0 0 0 0 2 0 0 0 ...  
## $ shopping : int 0 0 0 0 2 1 0 0 0 1 ...  
## $ clothes : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ hollister : int 0 0 0 0 0 0 2 0 0 0 ...  
## $ abercrombie : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ die : int 0 0 0 0 0 0 0 0 0 0 ...  
## $ death : int 0 0 1 0 0 0 0 0 0 0 ...  
## $ drunk : int 0 0 0 0 1 1 0 0 0 0 ...  
## $ drugs : int 0 0 0 0 1 0 0 0 0 0 ...

30000 teenagers record with 40 variables. In which four variables indicating personal characteristics and 36 words indicating interests. There are missing values in the gender row.

# Table of genders  
table(teens$gender)

##   
## F M   
## 22054 5222

#look at missing data for female variable  
table(teens$gender, useNA = "ifany")

##   
## F M <NA>   
## 22054 5222 2724

2724 records have missing gender data.Females are 4 times more than the male. Age also has missing values.

# look at missing data for age variable  
summary(teens$age)

## Min. 1st Qu. Median Mean 3rd Qu. Max. NA's   
## 3.086 16.310 17.290 17.990 18.260 106.900 5086

5086 missing values in the age colun. Minimum and maximum value is also not making any sence.A 3 year old or a 106 year old is attending high school.

# eliminate age outliers  
teens$age <- ifelse(teens$age >= 13 & teens$age < 20,  
 teens$age, NA)

#Summary of the age  
summary(teens$age)

## Min. 1st Qu. Median Mean 3rd Qu. Max. NA's   
## 13.03 16.30 17.26 17.25 18.22 20.00 5523

Now minimum and maximum is making sence to us. 5523 tenagers with the no information about age. Data preparation-Dummy coding for the missing values An easy solution for handling the missing values is to exclude any record with a missing value.

# reassign missing gender values to "unknown"  
teens$female <- ifelse(teens$gender == "F" &  
 !is.na(teens$gender), 1, 0)  
teens$no\_gender <- ifelse(is.na(teens$gender), 1, 0)

Create dummy variables for female and unknown gender.

# check our recoding work  
table(teens$gender, useNA = "ifany")

##   
## F M <NA>   
## 22054 5222 2724

# check our recoding work  
table(teens$female, useNA = "ifany")

##   
## 0 1   
## 7946 22054

# check our recoding work  
table(teens$no\_gender, useNA = "ifany")

##   
## 0 1   
## 27276 2724

The number of 1 values for teensno\_gender matches the number of F and NA values, respectively, so we should be able to trust our work.

Data preparation - imputing the missing values let's eliminate the 5,523 missing age values.

# finding the mean age by cohort  
mean(teens$age, na.rm = TRUE) # works

## [1] 17.25243

This reveals that the average student in our data is about 17 years old.

# age by cohort  
aggregate(data = teens, age ~ gradyear, mean, na.rm = TRUE)

## gradyear age  
## 1 2006 18.65586  
## 2 2007 17.70617  
## 3 2008 16.76770  
## 4 2009 15.81957

# create a vector with the average age for each gradyear, repeated by person  
ave\_age <- ave(teens$age, teens$gradyear,  
 FUN = function(x) mean(x, na.rm = TRUE))  
teens$age <- ifelse(is.na(teens$age), ave\_age, teens$age)  
# check the summary results to ensure missing values are eliminated  
summary(teens$age)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 13.03 16.28 17.24 17.24 18.21 20.00

**Step 3 - training a model on the data**

#Z-scoring of the numeric variables   
interests <- teens[5:40]  
interests\_z <- as.data.frame(lapply(interests, scale))

set.seed(2345)  
teen\_clusters <- kmeans(interests\_z, 5)

**Step 4 - evaluating model performance**

The success or failure of the model hinges on whether the clusters are useful for their intended purpose.

# look at the size of the clusters  
teen\_clusters$size

## [1] 871 600 5981 1034 21514

Here, we see the five clusters we requested. The smallest cluster has 600 teenagers (2 percent) while the largest cluster has 21,514 (72 percent).

# look at the cluster centers  
teen\_clusters$centers

## basketball football soccer softball volleyball swimming  
## 1 0.16001227 0.2364174 0.10385512 0.07232021 0.18897158 0.23970234  
## 2 -0.09195886 0.0652625 -0.09932124 -0.01739428 -0.06219308 0.03339844  
## 3 0.52755083 0.4873480 0.29778605 0.37178877 0.37986175 0.29628671  
## 4 0.34081039 0.3593965 0.12722250 0.16384661 0.11032200 0.26943332  
## 5 -0.16695523 -0.1641499 -0.09033520 -0.11367669 -0.11682181 -0.10595448  
## cheerleading baseball tennis sports cute  
## 1 0.3931445 0.02993479 0.13532387 0.10257837 0.37884271  
## 2 -0.1101103 -0.11487510 0.04062204 -0.09899231 -0.03265037  
## 3 0.3303485 0.35231971 0.14057808 0.32967130 0.54442929  
## 4 0.1856664 0.27527088 0.10980958 0.79711920 0.47866008  
## 5 -0.1136077 -0.10918483 -0.05097057 -0.13135334 -0.18878627  
## sex sexy hot kissed dance band  
## 1 0.020042068 0.11740551 0.41389104 0.06787768 0.22780899 -0.10257102  
## 2 -0.042486141 -0.04329091 -0.03812345 -0.04554933 0.04573186 4.06726666  
## 3 0.002913623 0.24040196 0.38551819 -0.03356121 0.45662534 -0.02120728  
## 4 2.028471066 0.51266080 0.31708549 2.97973077 0.45535061 0.38053621  
## 5 -0.097928345 -0.09501817 -0.13810894 -0.13535855 -0.15932739 -0.12167214  
## marching music rock god church jesus  
## 1 -0.10942590 0.1378306 0.05905951 0.03651755 -0.00709374 0.01458533  
## 2 5.25757242 0.4981238 0.15963917 0.09283620 0.06414651 0.04801941  
## 3 -0.10880541 0.2844999 0.21436936 0.35014919 0.53739806 0.27843424  
## 4 -0.02014608 1.1367885 1.21013948 0.41679142 0.16627797 0.12988313  
## 5 -0.11098063 -0.1532006 -0.12460034 -0.12144246 -0.15889274 -0.08557822  
## bible hair dress blonde mall shopping  
## 1 -0.03692278 0.43807926 0.14905267 0.06137340 0.60368108 0.79806891  
## 2 0.05863810 -0.04484083 0.07201611 -0.01146396 -0.08724304 -0.03865318  
## 3 0.22990963 0.23612853 0.39407628 0.03471458 0.48318495 0.66327838  
## 4 0.08478769 2.55623737 0.53852195 0.36134138 0.62256686 0.27101815  
## 5 -0.06813159 -0.20498730 -0.14348036 -0.02918252 -0.18625656 -0.22865236  
## clothes hollister abercrombie die death  
## 1 0.5651537331 4.1521844 3.96493810 0.043475966 0.09857501  
## 2 -0.0003526292 -0.1678300 -0.14129577 0.009447317 0.05135888  
## 3 0.3759725120 -0.0553846 -0.07417839 0.037989066 0.11972190  
## 4 1.2306917174 0.1610784 0.26324494 1.712181870 0.93631312  
## 5 -0.1865419798 -0.1557662 -0.14861104 -0.094875180 -0.08370729  
## drunk drugs  
## 1 0.035614771 0.03443294  
## 2 -0.086773220 -0.06878491  
## 3 -0.009688746 -0.05973769  
## 4 1.897388200 2.73326605  
## 5 -0.087520105 -0.11423381

For example, the third row has the highest value in the basketball column, which means that cluster 3 has the highest average interest in basketball among all the clusters. Hilighted points has highest average. Cluster 3 is substantially above the mean interest level on all the sports.

**Step 5 - improving model performance**

# apply the cluster IDs to the original data frame  
teens$cluster <- teen\_clusters$cluster

# look at the first five records  
teens[1:5, c("cluster", "gender", "age", "friends")]

## cluster gender age friends  
## 1 5 M 18.982 7  
## 2 3 F 18.801 0  
## 3 5 M 18.335 69  
## 4 5 F 18.875 0  
## 5 4 <NA> 18.995 10

# mean age by cluster  
aggregate(data = teens, age ~ cluster, mean)

## cluster age  
## 1 1 16.86497  
## 2 2 17.39037  
## 3 3 17.07656  
## 4 4 17.11957  
## 5 5 17.29849

# proportion of females by cluster  
aggregate(data = teens, female ~ cluster, mean)

## cluster female  
## 1 1 0.8381171  
## 2 2 0.7250000  
## 3 3 0.8378198  
## 4 4 0.8027079  
## 5 5 0.6994515

# mean number of friends by cluster  
aggregate(data = teens, friends ~ cluster, mean)

## cluster friends  
## 1 1 41.43054  
## 2 2 32.57333  
## 3 3 37.16185  
## 4 4 30.50290  
## 5 5 27.70052

Using the aggregate() function, we can also look at the demographic characteristics of the clusters.

**The Association analysis on the groceries analysis letter data**

**Step 1 - collecting data**

Our market basket analysis will utilize the purchase data collected from one month of operation at a real-world grocery store. The data contains 9,835 transactions or about 327 transactions per day (roughly 30 transactions per hour in a 12-hour business day), suggesting that the retailer is not particularly large, nor is it particularly small. The typical grocery store offers a huge variety of items. There might be five brands of milk, a dozen different types of laundry detergent, and three brands of coffee. Given the moderate size of the retailer, we will assume that they are not terribly concerned with finding rules that apply only to a specific brand of milk or detergent.

**Step 2 - exploring and preparing the data**

R created four columns to store the items in the transactional data: V1, V2, V3, and V4, which is in the first row. R chose to create four variables because the first line had exactly four comma-separated values. However, we know that grocery purchases can contain more than four items.So we will use sparse matrix. The solution to this problem utilizes a data structure called a sparse matrix. Since there are 169 different items in our grocery store data, our sparse matrix will contain 169 columns.

# load the grocery data into a sparse matrix  
library(arules)

## Loading required package: Matrix

##   
## Attaching package: 'arules'

## The following object is masked from 'package:kernlab':  
##   
## size

## The following objects are masked from 'package:base':  
##   
## abbreviate, write

groceries <- read.transactions("http://www.sci.csueastbay.edu/~esuess/classes/Statistics\_6620/Presentations/ml13/groceries.csv", sep = ",")  
summary(groceries)

## transactions as itemMatrix in sparse format with  
## 9835 rows (elements/itemsets/transactions) and  
## 169 columns (items) and a density of 0.02609146   
##   
## most frequent items:  
## whole milk other vegetables rolls/buns soda   
## 2513 1903 1809 1715   
## yogurt (Other)   
## 1372 34055   
##   
## element (itemset/transaction) length distribution:  
## sizes  
## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15   
## 2159 1643 1299 1005 855 645 545 438 350 246 182 117 78 77 55   
## 16 17 18 19 20 21 22 23 24 26 27 28 29 32   
## 46 29 14 14 9 11 4 6 1 1 1 1 3 1   
##   
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.000 2.000 3.000 4.409 6.000 32.000   
##   
## includes extended item information - examples:  
## labels  
## 1 abrasive cleaner  
## 2 artif. sweetener  
## 3 baby cosmetics

Dataset has 9835 rows and 169 column.Most frequent item is whole milk.A total of 2,159 transactions contained only a single item, while one transaction had 32 items. The first quartile and median purchase sizes are two and three items, respectively, implying that 25 percent of the transactions contained two or fewer items and the transactions were split in half between those with less than three items and those with more.

# look at the first five transactions  
inspect(groceries[1:5])

## items   
## [1] {citrus fruit,   
## margarine,   
## ready soups,   
## semi-finished bread}   
## [2] {coffee,   
## tropical fruit,   
## yogurt}   
## [3] {whole milk}   
## [4] {cream cheese,   
## meat spreads,   
## pip fruit,   
## yogurt}   
## [5] {condensed milk,   
## long life bakery product,  
## other vegetables,   
## whole milk}

The first five transactions are given.

# examine the frequency of items  
itemFrequency(groceries[, 1:3])

## abrasive cleaner artif. sweetener baby cosmetics   
## 0.0035587189 0.0032536858 0.0006100661

The itemFrequency() function allows us to see the proportion of transactions that contain the item.

# plot the frequency of items  
itemFrequencyPlot(groceries, support = 0.1,col="blue")
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itemFrequencyPlot(groceries, topN = 20,col="blue")
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# a visualization of the sparse matrix for the first five transactions  
image(groceries[1:5])
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# visualization of a random sample of 100 transactions  
image(sample(groceries, 100))

![](data:image/png;base64,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) This creates a matrix diagram with 100 rows and 169 columns. The command to create random selection of 100 transactions.A few columns seem fairly heavily populated, indicating some very popular items at the store.Overall distribution iss fairly random.

**Step 3 - training a model on the data**

I am an implementation of the Apriori algorithm in the arules package.

## Step 3: Training a model on the data ----  
library(arules)  
  
# default settings result in zero rules learned  
apriori(groceries)

## Apriori  
##   
## Parameter specification:  
## confidence minval smax arem aval originalSupport maxtime support minlen  
## 0.8 0.1 1 none FALSE TRUE 5 0.1 1  
## maxlen target ext  
## 10 rules FALSE  
##   
## Algorithmic control:  
## filter tree heap memopt load sort verbose  
## 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
##   
## Absolute minimum support count: 983   
##   
## set item appearances ...[0 item(s)] done [0.00s].  
## set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].  
## sorting and recoding items ... [8 item(s)] done [0.00s].  
## creating transaction tree ... done [0.00s].  
## checking subsets of size 1 2 done [0.00s].  
## writing ... [0 rule(s)] done [0.00s].  
## creating S4 object ... done [0.00s].

## set of 0 rules

# set better support and confidence levels to learn more rules  
groceryrules <- apriori(groceries, parameter = list(support =  
 0.006, confidence = 0.25, minlen = 2))

## Apriori  
##   
## Parameter specification:  
## confidence minval smax arem aval originalSupport maxtime support minlen  
## 0.25 0.1 1 none FALSE TRUE 5 0.006 2  
## maxlen target ext  
## 10 rules FALSE  
##   
## Algorithmic control:  
## filter tree heap memopt load sort verbose  
## 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
##   
## Absolute minimum support count: 59   
##   
## set item appearances ...[0 item(s)] done [0.00s].  
## set transactions ...[169 item(s), 9835 transaction(s)] done [0.01s].  
## sorting and recoding items ... [109 item(s)] done [0.00s].  
## creating transaction tree ... done [0.00s].  
## checking subsets of size 1 2 3 4 done [0.00s].  
## writing ... [463 rule(s)] done [0.00s].  
## creating S4 object ... done [0.00s].

groceryrules

## set of 463 rules

**Step 4 - evaluating model performance**

# summary of grocery association rules  
summary(groceryrules)

## set of 463 rules  
##   
## rule length distribution (lhs + rhs):sizes  
## 2 3 4   
## 150 297 16   
##   
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 2.000 2.000 3.000 2.711 3.000 4.000   
##   
## summary of quality measures:  
## support confidence lift   
## Min. :0.006101 Min. :0.2500 Min. :0.9932   
## 1st Qu.:0.007117 1st Qu.:0.2971 1st Qu.:1.6229   
## Median :0.008744 Median :0.3554 Median :1.9332   
## Mean :0.011539 Mean :0.3786 Mean :2.0351   
## 3rd Qu.:0.012303 3rd Qu.:0.4495 3rd Qu.:2.3565   
## Max. :0.074835 Max. :0.6600 Max. :3.9565   
##   
## mining info:  
## data ntransactions support confidence  
## groceries 9835 0.006 0.25

# look at the first three rules  
inspect(groceryrules[1:3])

## lhs rhs support confidence lift   
## [1] {potted plants} => {whole milk} 0.006914082 0.4000000 1.565460  
## [2] {pasta} => {whole milk} 0.006100661 0.4054054 1.586614  
## [3] {herbs} => {root vegetables} 0.007015760 0.4312500 3.956477

This means if customer buying potted plants they will also buy whole milk with the support 0.0069 and confidence 0.400.

**Step 5 - improving model performance**

# sorting grocery rules by lift  
inspect(sort(groceryrules, by = "lift")[1:5])

## lhs rhs support confidence lift  
## [1] {herbs} => {root vegetables} 0.007015760 0.4312500 3.956477  
## [2] {berries} => {whipped/sour cream} 0.009049314 0.2721713 3.796886  
## [3] {other vegetables,   
## tropical fruit,   
## whole milk} => {root vegetables} 0.007015760 0.4107143 3.768074  
## [4] {beef,   
## other vegetables} => {root vegetables} 0.007930859 0.4020619 3.688692  
## [5] {other vegetables,   
## tropical fruit} => {pip fruit} 0.009456024 0.2634561 3.482649

The first rule, with a lift of about 3.96, implies that people who buy herbs are nearly four times more likely to buy root vegetables than the typical customer.

# finding subsets of rules containing any berry items  
berryrules <- subset(groceryrules, items %in% "berries")  
inspect(berryrules)

## lhs rhs support confidence lift   
## [1] {berries} => {whipped/sour cream} 0.009049314 0.2721713 3.796886  
## [2] {berries} => {yogurt} 0.010574479 0.3180428 2.279848  
## [3] {berries} => {other vegetables} 0.010269446 0.3088685 1.596280  
## [4] {berries} => {whole milk} 0.011794611 0.3547401 1.388328

# writing the rules to a CSV file  
write(groceryrules, file = "groceryrules.csv",  
 sep = ",", quote = TRUE, row.names = FALSE)  
# converting the rule set to a data frame  
groceryrules\_df <- as(groceryrules, "data.frame")  
str(groceryrules\_df)

## 'data.frame': 463 obs. of 4 variables:  
## $ rules : Factor w/ 463 levels "{baking powder} => {other vegetables}",..: 340 302 207 206 208 341 402 21 139 140 ...  
## $ support : num 0.00691 0.0061 0.00702 0.00773 0.00773 ...  
## $ confidence: num 0.4 0.405 0.431 0.475 0.475 ...  
## $ lift : num 1.57 1.59 3.96 2.45 1.86 ...