# Running the Colab

Our Google Colab notebook can be run sequentially and consists of the following sections:

1. Loading Python Libraries \*
2. Reading raw data into Google Colab
3. Data Pre-Processing
4. Preliminary Data Analysis
5. Data Cleaning
6. Feature Engineering
7. Load df with final features for ML \*
8. Model Evaluation Functions \*
9. ML Algorithms \*
10. Final Model Performance of Best ML models \*
11. Packaged Function

The notebook can be run in two ways:

* sequentially
  + How: Run all sections in order
  + Details: Includes feature engineering and machine learning
* models only:
  + How: Run all starred (\*) sections sequentially
  + Details: oads saved dataframe with engineered features to run ML models only

The Packaged Function in section 11, requires the individual functions that were used during section 6, Feature Engineering to be run and also to have the final model trained from section 9 ML algorithms.
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