感知机是一种二分类的线性模型。输入为数据的特征向量，输出为对应的类别，在感知机中取+1和-1。感知机通过寻找一个超平面，将特征空间进行先行划分，正确分离为正负两类。通过导入基于误分类的损失函数，利用梯度下降来最小化损失函数，从而求得感知机模型。利用感知机模型对新的输入数据进行预测分类。感知机算法简单、易于实现，是神经网络和支持向量机的基础。

# 1.感知机模型

输入:x,特征向量

输出:{+1,-1},类别

由输入到输出的函数如下：
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上式称为感知机,其中，w,b为感知机模型参数，也就是我们待求的参数。通常称w为权重，b为偏置。![](data:image/x-wmf;base64,183GmgAAAAAAALgDhAHsCQAAAADBXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKAAFoAgEAAAB4eQgAAAAyCgABQAABAAAAd3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHTTIAq4AAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAWwBAQAAALd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGSEAigIAAAoAahpmGWoaZhkhAIoCYNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)表示内积。Sign表示:
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感知机模型的假设空间是定在特征空间上的所有线性分类模型，即函数集合![](data:image/x-wmf;base64,183GmgAAAAAAAOsNVwLsCQAAAABBUQEACQAAA5UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gDAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHSmHwq5AAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKfgElAAEAAAB7ahwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdCEyClQAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4B1AsBAAAAfXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAR0LAQAAAGIACAAAADIKgAEfCQEAAAB4aggAAAAyCoAB9wYBAAAAdwAIAAAAMgqAATkEAQAAAHgACAAAADIKgAHXAgEAAABmAAgAAAAyCoAB9wABAAAAZgAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHQhMgpVAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAQ8KAQAAACtpCAAAADIKgAEjCAEAAAC3IwgAAAAyCoABxQUBAAAAPQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAe0EAQAAACloCAAAADIKgAGdAwEAAAAoaAgAAAAyCoAB+QEBAAAAfAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCNIQCKAgAACgBXL2aNVy9mjSEAigJg2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

感知机的集合解释如下：线性方程
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对于特征空间中的一个超平面S,其中w是超平面的法向量，b是超平面的截距。超平面将特征空间划分为两部分，分别为正类和负类。因此S称为分离超平面。

感知机的学习根据训练数据集:

T={(x1,y1),(x2,y2),...,(xN,yN)}，yi={+1,-1}

求得感知机模型的参数w,b.然后根据参数对新的输入进行计算预测。

# 2.感知机学习策略

## 2.1 数据集的线性可分

给定数据集:

输入:T={(x1,y1),(x2,y2),...,(xN,yN)}，yi={+1,-1}

输出:yi={+1,-1}

如果存在超平面S:

![](data:image/x-wmf;base64,183GmgAAAAAAAGcI7QHsCQAAAAB3VwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKYAGmBgEAAAAwwhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdNsaCscAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABgAUBAAAAPcIIAAAAMgpgAVgDAQAAACsACAAAADIKYAFsAQEAAAC3eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABZgQBAAAAYgAIAAAAMgpgAWgCAQAAAHh5CAAAADIKYAFAAAEAAAB3wQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPAhAIoCAAAKABsvZvAbL2bwIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

能够将数据集的正负实例点正确的划分到超平面两侧，则对于yi=+1的实例i,有![](data:image/x-wmf;base64,183GmgAAAAAAAGcI7QHsCQAAAAB3VwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKYAGmBgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdLk0Cv4AAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABgAUBAAAAPgAIAAAAMgpgAVgDAQAAACt5CAAAADIKYAFsAQEAAAC3ABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABZgQBAAAAYgAIAAAAMgpgAWgCAQAAAHh5CAAAADIKYAFAAAEAAAB3AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFAhAIoCAAAKAI4mZlCOJmZQIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA);

对于yi=-1的实例i,有![](data:image/x-wmf;base64,183GmgAAAAAAAGcI7QHsCQAAAAB3VwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKYAGgBgEAAAAwABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdDYLCgEAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABegUBAAAAPAAIAAAAMgpgAVgDAQAAACsACAAAADIKYAFsAQEAAAC3xBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABZgQBAAAAYgAIAAAAMgpgAWgCAQAAAHjECAAAADIKYAFAAAEAAAB3AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKkhAIoCAAAKAP4vZqn+L2apIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。则称数据集T为线性可分数据集

## 2.2 学习策略

目标:寻找一个超平面，将训练数据集正确地划分为正负实例点。也就是要定义一个损失函数并将其最小化。

损失函数:误分类点到超平面S的距离之和,任一点到平面的距离为:

![](data:image/x-wmf;base64,183GmgAAAAAAAIIJ0gTsCQAAAACtUwEACQAAA5MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYASgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gCAAAGAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJGAp4ABQAAABMCEgSeAAUAAAAUAkYCaAAFAAAAEwISBGgABQAAABQCRgIKAgUAAAATAhIECgIFAAAAFAJGAtQBBQAAABMCEgTUAQUAAAAUAgACQAAFAAAAEwIAAjICBQAAABQCGgGCAgUAAAATAuYCggIFAAAAFAIaAUAIBQAAABMC5gJACBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAIAAAAMgpgAmYHAQAAAGIACAAAADIKYALYBAEAAAB4AAgAAAAyCmACsAIBAAAAdwAIAAAAMgqMA8QAAQAAAHcAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQJRB0RRIKCwAACgAAAAAACfrEdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAJYBgEAAAArEggAAAAyCmAC3AMBAAAAtwAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrAAoEFAQAAADAAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKbgHZAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACIhAIoCAAAKAHoXZiJ6F2YiIQCKAmDZGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

其中,![](data:image/x-wmf;base64,183GmgAAAAAAAHsCwQLsCQAAAABHXgEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgDqAQUAAAATAiYC6gEFAAAAFAJaALQBBQAAABMCJgK0ARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAIAAAAMgqgAaQAAQAAAHd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACEAigIAAAoAjB1muowdZrohAIoCYNkZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)是w的L2范数。

对于误分类数据(xi,yi)来说:
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因此，误分类点xi到超平面的距离为:
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假设误分类点集合为M,则所有误分类点到超平面S的距离之和为:
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不考虑![](data:image/x-wmf;base64,183GmgAAAAAAAMEC0gTsCQAAAADuWAEACQAAAwcBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYASAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AAgAAGAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJGAp4ABQAAABMCEgSeAAUAAAAUAkYCaAAFAAAAEwISBGgABQAAABQCRgIKAgUAAAATAhIECgIFAAAAFAJGAtQBBQAAABMCEgTUAQUAAAAUAgACQAAFAAAAEwIAAjICHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEBAAgAAAAyCowDxAABAAAAd3kcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpuAdkAAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AOyEAigIAAAoALStmOy0rZjshAIoCYNkZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=),就得到感知机学习的损失函数:

![](data:image/x-wmf;base64,183GmgAAAAAAAKwQ/wPsCQAAAACuTQEACQAAAy0CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAMgDxIAAAAmBg8AGgD/////AAAQAAAAwP///67////gDgAATgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaADIJBQAAABMCJgIyCQUAAAAUAloAww4FAAAAEwImAsMOHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQJRB0KxsKTAAACgAAAAAACfrEdkAAAAAEAAAALQEBAAgAAAAyCvkBDwYBAAAA5e0cAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHROLwqEAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgoPA3YGAQAAAM55HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQJRB0KxsKTQAACgAAAAAACfrEdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKoAHbDAEAAAAreQgAAAAyCqABjAoBAAAAt3kIAAAAMgqgAbQEAQAAAC3tHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKDwMPBwEAAABNeQgAAAAyCg8D1QUBAAAAeHkIAAAAMgoAAi4MAQAAAGntCAAAADIKAAKtCAEAAABpeRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCkcDOAYBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqgAekNAQAAAGJ5CAAAADIKoAGICwEAAAB4eQgAAAAyCqABYAkBAAAAd3kIAAAAMgqgAQEIAQAAAHl5CAAAADIKoAEuAwEAAABieQgAAAAyCqABtAEBAAAAd3kIAAAAMgqgAUYAAQAAAEztHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKoAH0AwEAAAApeQgAAAAyCqABqgIBAAAALO0IAAAAMgqgASQBAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AaCEAigIAAAoA2CtmaNgrZmghAIoCYNkZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

显然，损失函数L(w,b)是非负的，如果没有误分类点，损失函数值为0.而且误分类点越少，离超平面越近，损失函数值就越小。

# 3.学习算法

最小化损失函数:

![](data:image/x-wmf;base64,183GmgAAAAAAAFwV/wPsCQAAAABeSAEACQAAA2oCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoANgExIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gEwAATgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHRYIQoJAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIK+QGxCQEAAADlABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdJMgCiIAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCg8DGAoBAAAAzmEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHRYIQoKAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcsQAQAAACsACAAAADIKoAF8DgEAAAC3XwgAAAAyCqABjAgBAAAALQAIAAAAMgqgAWAHAQAAAD0AHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKDwOxCgEAAABNAAgAAAAyCg8DdwkBAAAAeAAIAAAAMgoAAh4QAQAAAGlhCAAAADIKAAJPDAEAAABpXwgAAAAyCoACnQEBAAAAYgAIAAAAMgqAAsYAAQAAAHcAHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKRwPaCQEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB2REBAAAAYmEIAAAAMgqgAXgPAQAAAHgACAAAADIKoAFQDQEAAAB3YQgAAAAyCqABowsBAAAAeWEIAAAAMgqgAcIFAQAAAGIACAAAADIKoAFIBAEAAAB3AAgAAAAyCqAB2gIBAAAATF8cAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZ8SAQAAACkACAAAADIKoAHADAEAAAAoXwgAAAAyCqABiAYBAAAAKXkIAAAAMgqgAT4FAQAAACxfCAAAADIKoAG4AwEAAAAoAAkAAAAyCqABOgADAAAAbWluABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACYgEBAAAALF8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCaIQCKAgAACgBLI2aaSyNmmiEAigJg2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

采用随机梯度下降法求解。损失函数L(w,b)的梯度为:

![](data:image/x-wmf;base64,183GmgAAAAAAAJsO/wPsCQAAAACZUwEACQAAAwUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoANADRIAAAAmBg8AGgD/////AAAQAAAAwP///67///8ADQAATgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHTXGwqSAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIK+QHjCAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdDYdCnYAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCg8DSgkBAAAAzlkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHTXGwqTAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAb4HAQAAAC0ACAAAADIKoAGSBgEAAAA9eQgAAAAyCqABLgABAAAA0QAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoPA+MJAQAAAE0ACAAAADIKDwOpCAEAAAB4eQgAAAAyCgACkgwBAAAAaQAIAAAAMgoAAoELAQAAAGlZCAAAADIKAAJaAQEAAAB3eRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCkcDDAkBAAAAaVgcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAewLAQAAAHh5CAAAADIKoAHVCgEAAAB5WQgAAAAyCqAB9AQBAAAAYlkIAAAAMgqgAXoDAQAAAHdYCAAAADIKoAEMAgEAAABMeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABugUBAAAAKVkIAAAAMgqgAXAEAQAAACxZCAAAADIKoAHqAgEAAAAoAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACchAIoCAAAKAPQcZif0HGYnIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

![](data:image/x-wmf;base64,183GmgAAAAAAADoN/wPsCQAAAAA4UAEACQAAA/UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAMADBIAAAAmBg8AGgD/////AAAQAAAAwP///67////ACwAATgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHRQJgoDAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIK+QG6CAEAAADlQRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdLIXCjAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCg8DIQkBAAAAzgAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAlEHRQJgoEAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZUHAQAAAC15CAAAADIKoAFpBgEAAAA9AAgAAAAyCqABLgABAAAA0QAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoPA7oJAQAAAE0ACAAAADIKDwOACAEAAAB4AAgAAAAyCgACWAsBAAAAaQAIAAAAMgoAAlABAQAAAGIAHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKRwPjCAEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABrAoBAAAAeQAIAAAAMgqgAcsEAQAAAGIACAAAADIKoAFRAwEAAAB3AAgAAAAyCqAB4wEBAAAATEAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAZEFAQAAACk/CAAAADIKoAFHBAEAAAAsAAgAAAAyCqABwQIBAAAAKEAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCEIQCKAgAACgAQHGaEEBxmhCEAigJg2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

随机选取一个误分类点(xi,yi)对w,b进行更新:

![](data:image/x-wmf;base64,183GmgAAAAAAAKUJewLsCQAAAAAjVQEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALACBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIK4AEnCAEAAABpAAgAAAAyCuABFgcBAAAAaQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYEHAQAAAHh5CAAAADIKgAFqBgEAAAB5AAgAAAAyCoABXgMBAAAAd6kIAAAAMgqAAUAAAQAAAHcAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQJRB0RxAKoAAACgAAAAAACfrEdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAGABQEAAABoABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdCEPCrQAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABlgQBAAAAK3kIAAAAMgqAAYoBAQAAAKwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdyEAigIAAAoABSZmdwUmZnchAIoCYNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

![](data:image/x-wmf;base64,183GmgAAAAAAANoHewLsCQAAAABcWwEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIK4AGSBgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB5gUBAAAAeXkIAAAAMgqAARADAQAAAGJ5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABQJRB0YBsK0AAACgAAAAAACfrEdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAH8BAEAAABoeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCUQdDASCpcAAAoAAAAAAAn6xHZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABEgQBAAAAK3kIAAAAMgqAAU4BAQAAAKx5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfrEdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAE6AAEAAABieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF8hAIoCAAAKAE0mZl9NJmZfIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

其中，![](data:image/x-wmf;base64,183GmgAAAAAAAGABygHsCQAAAABXXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAFAlEHSUIwqZAAAKAAAAAAAJ+sR2QAAAAAQAAAAtAQAACAAAADIKAAEKAAEAAABoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKADsjZkQ7I2ZEIQCKAmDZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是学习率。通过迭代不断减小损失函数。

直观解释:当一个实例点被误分类，即位于分离超平面的错误一侧时，调整w,b的值，使分离超平面向误分类点的一侧移动，以减小误分类点与超平面间的距离，直至超平面越过该误分类点使其被正确分类。