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## Problem 1

# a.

For n fold cross validation, the best k is 8 with 0.33948 MSE and 50.47 . For 10 fold cross validation, the best k is 7 with with 0.3477054 mse AND 49.27 . Some pros and cons is that n fold is not more computationally expensive than 10 fold cross validation, since we are not fitting a model. N fold cross validation produces unbiased estimates, but is more highly variable than k fold validation and is generally a worse estimate of test set error when trying to generalize to unseen data. #b. There is no prediction error, since we are using n fold cross validation and all other outside observations of the iteration fold are considered as candidates for nearest neighbors and there is no need to run replicates, since the same nearest neighbors would be used for individual observations all the time. #c. Using 8 neighbors and looking through the whole heart data set, we find that row indexes 517,307,622,478,313,778,273, and 80 are the closest neighbors and the predicted average of their log10 cost is 3.1449.

## Problem 2

# a.

It seems the intvn and ervis has the biggest effect based on plots in the appendix. Please note that variables where a smoother was not applied will not appear in the plot output. #b. The 10 fold cross validation standard deviation of prediction error is 0.0016. N fold cross validation is more computationally expensive than 10 fold cross validation and while it produces unbiased estimates of test set error, it is more highly variable while 10 fold cross validation is more balanced between variance and bias often producing lower test set error. There also seems to be an issue with applying a smoother to variables a low number of levels. For example, drugs and comp seems to have a low range of values and therefore a smoother cannot be applied in some scenarios where data values are sparse. This would be exacerbated in a 10 fold versus a n fold cross validation scenario as n fold just uses leave one out methodology. #c. The predicted cost from the model is 3.556478.

## Problem 3

# a.

The 10 fold cross validation indicates that we get the lowest mean square cv error of 0.221 and 67.6 with degree 1 and span 0.5. #b. The lowest cp is 0.2239008 with degree 1 and span 0.5 with agrees with the optimal parameters from the 10 fold cross validation. #c. The prediction error standard deviation of the best 10 fold cv error is 0.001. #d. The predicted cost from the model is 3.625035.

## Problem 4

# a.

The 10 fold cross validation indicates the optimal number of terms is 2. #b. The prediction error standard deviation of the best 10 fold cv error is 0.002. Please refer to the appendix for the summary of the fitted model as well as plots of component function. Term1 has a coefficient of 0.7348 and term2 has a coefficient of 0.1591, so term 1 seems to be more important. Comp (0.925) and intvn (0.29) weigh the most for term1 and gend(0.603) and comp(0.785) weigh the most for term2. #c. The predicted cost from the model is 3.614803.

## Problem 5

# a.

The best knn model according to 10 fold cv is with k=3 with 0.13 misclass rate. #b. For gam, I didn't apply a smoothing paramaeter to Ri, Ca, and Mg according to gam.check which does a check on the degrees of freedom used as indicated by k in the smoothing function. 10 fold cv indicates a 0.17 misclass rate. #c. The best neural network model according to 10 fold cv is of size 25 and decay 0.005 with a misclass rate of 0.14. So it seems comparable to knn but better than gams.

## Problem 6

# a.

Please check appendix for plot of cv vs test squared error loss. The best number of trees seem to be around 53. #b. Based on the summary with the best number of trees, we find that intvn has the most importance, followed by comorb, and dur. #c. The predicted cost is 3.392167.

## Problem 7

# a.

The out of bag is 66.85 and doesn't seem to vary much between replicates. #b. Yes, the number of trees grown seem to be appropriate since the error seems to be lowest a lot lower than 500 trees. #c. The most important variables seem to be intvn, comorb, dur, and comp. This seems to generally agree with variable importance measures from other methods. #d. age - negative nonlinear gend - negative linear intvn - positive nonlinear drugs - nonlinear ervis - positive nonlinear comp - positive nonlinear comorb - positive nonlinear dur - positive nonlinear This agrees with the variable importance measures as we can see by the y axis the scale from lowest to highest variable values. Intvn effect on cost from from 2 to 4 while comorb ranges from 2.5 to 3.2. These partial dependence plots also agree with the partial dependence plots, but random forests seems to be a lot smoother, while the boosted tree dependence plots look more like piecewise functions. Gender is also not linear in boosted trees. The partial dependence plots is found in the appendix code for problem 6. #e. The predicted cost is 3.624023. #f. The model with mtry=2 seems to have the highest of 66.91. In an individual tree, mtry is the number of variables that is considered at each split. This will be different for each individual tree in the ensemble of trees. #g. Based on cross validated values, I would choose boosted trees at 68.78% .

## Appendix

# Problem 1

setwd("C:/Users/mcho/Desktop/pred\_anal2")  
heart<-read.csv("HW2dat.csv")  
heart$cost<-log10(heart$cost)

library(yaImpute)  
  
CVInd <- function(n,K) { #n is sample size; K is number of parts; returns K-length list of indices for each part  
 m<-floor(n/K) #approximate size of each part  
 r<-n-m\*K   
 I<-sample(n,n) #random reordering of the indices  
 Ind<-list() #will be list of indices for all K parts  
 length(Ind)<-K  
 for (k in 1:K) {  
 if (k <= r) kpart <- ((m+1)\*(k-1)+1):((m+1)\*k)   
 else kpart<-((m+1)\*r+m\*(k-r-1)+1):((m+1)\*r+m\*(k-r))  
 Ind[[k]] <- I[kpart] #indices for kth part of data  
 }  
 Ind  
}  
  
# n fold cv  
n=nrow(heart)  
K<-n #K-fold CV on each replicate  
n.models = 4 #number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,1,n.models)  
  
Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 train<-as.matrix(heart[-Ind[[k]],c(2:9)])  
 test<-as.matrix(heart[Ind[[k]],c(2:9)])  
 ytrain<-heart[-Ind[[k]],1]  
 K1=9; K2=8; K3=7; K4=6;  
 out<-ann(train,test,K1,verbose=F)  
 ind<-as.matrix(t(out$knnIndexDist[,1:K1]))  
 yhat[Ind[[k]],1]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K2,verbose=F)  
 ind<-as.matrix(t(out$knnIndexDist[,1:K2]))  
 yhat[Ind[[k]],2]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K3,verbose=F)  
 ind<-as.matrix(t(out$knnIndexDist[,1:K3]))  
 yhat[Ind[[k]],3]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K4,verbose=F)  
 ind<-as.matrix(t(out$knnIndexDist[,1:K4]))  
 yhat[Ind[[k]],4]<-apply(ind,1,function(x) mean(ytrain[x]))  
 } #end of k loop  
MSE[1,]=apply(yhat,2,function(x) sum((y-x)^2))/n; MSE #mean square CV error

## [,1] [,2] [,3] [,4]  
## [1,] 0.34552 0.3394838 0.3443251 0.3505619

r2<-1-MSE/var(y); r2 #CV r^2

## [,1] [,2] [,3] [,4]  
## [1,] 0.4959313 0.5047373 0.4976744 0.4885758

# k=8 is best here  
  
# predicted cost  
finalknn<-ann(as.matrix(heart[,c(2:9)]),as.matrix(data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300)),8,verbose=F)  
finalknn$knnIndexDist

## [,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12] [,13]  
## [1,] 517 307 622 478 313 778 273 80 35 38 65 67 67  
## [,14] [,15] [,16]  
## [1,] 69 79 80

mean(heart[finalknn$knnIndexDist[,1:8], 1])

## [1] 3.144949

# 10 fold cv  
Nrep<-50 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(heart)  
n.models = 4 #number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 train<-as.matrix(heart[-Ind[[k]],c(2:9)])  
 test<-as.matrix(heart[Ind[[k]],c(2:9)])  
 ytrain<-heart[-Ind[[k]],1]  
 K1=9; K2=8; K3=7; K4=6;  
 out<-ann(train,test,K1,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K1])  
 yhat[Ind[[k]],1]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K2,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K2])  
 yhat[Ind[[k]],2]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K3,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K3])  
 yhat[Ind[[k]],3]<-apply(ind,1,function(x) mean(ytrain[x]))  
 out<-ann(train,test,K4,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K4])  
 yhat[Ind[[k]],4]<-apply(ind,1,function(x) mean(ytrain[x]))  
 } #end of k loop  
 MSE[j,]=apply(yhat,2,function(x) sum((y-x)^2))/n  
} #end of j loop  
MSEAve<- apply(MSE,2,mean); MSEAve #averaged mean square CV error

## [1] 0.3553032 0.3500018 0.3490524 0.3535880

MSEsd <- apply(MSE,2,sd); MSEsd #SD of mean square CV error

## [1] 0.003287207 0.004058691 0.005184606 0.005238700

r2<-1-MSEAve/var(y); r2 #CV r^2

## [1] 0.4816588 0.4893929 0.4907779 0.4841611

# k=7 best here

# Problem 2

library(mgcv)  
out<-gam(cost~s(age)+s(intvn) + gend + comp + drugs + s(ervis) + s(comorb) + s(dur), data=heart,family=gaussian())   
summary(out)

##   
## Family: gaussian   
## Link function: identity   
##   
## Formula:  
## cost ~ s(age) + s(intvn) + gend + comp + drugs + s(ervis) + s(comorb) +   
## s(dur)  
##   
## Parametric coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.74355 0.02121 129.366 < 2e-16 \*\*\*  
## gend -0.07083 0.04010 -1.766 0.0777 .   
## comp 0.28958 0.06971 4.154 3.63e-05 \*\*\*  
## drugs -0.02730 0.01950 -1.400 0.1619   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Approximate significance of smooth terms:  
## edf Ref.df F p-value   
## s(age) 1.000 1.000 3.617 0.05757 .   
## s(intvn) 4.610 5.563 136.168 < 2e-16 \*\*\*  
## s(ervis) 4.450 5.435 3.101 0.00606 \*\*   
## s(comorb) 3.924 4.809 17.023 2.72e-15 \*\*\*  
## s(dur) 5.917 7.043 5.514 3.11e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## R-sq.(adj) = 0.685 Deviance explained = 69.4%  
## GCV = 0.22296 Scale est. = 0.2162 n = 788

par(mfrow=c(2,3))  
plot(out)  
  
# predicted cost  
predict(out,data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300))

## 1   
## 3.556478

# n fold cv  
n=nrow(heart)  
K<-n #K-fold CV on each replicate  
n.models = 1 #number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,1,n.models)  
  
Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<-gam(cost~s(age)+s(intvn) + gend + comp + drugs  
 + s(ervis) + s(comorb) + s(dur),   
 data=heart[-Ind[[k]],],family=gaussian())   
 yhat[Ind[[k]],1]<-predict(out,heart[Ind[[k]],])  
 } #end of k loop  
MSE[1,]=apply(yhat,2,function(x) sum((y-x)^2))/n; MSE #mean square CV error

## [,1]  
## [1,] 0.2253335

r2<-1-MSE/var(y); r2 #CV r^2

## [,1]  
## [1,] 0.6712677

# 10 fold cv  
Nrep<-50 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(heart)  
n.models = 1 #number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<-gam(cost~s(age)+s(intvn) + gend + comp + drugs  
 + s(ervis) + s(comorb) + s(dur),   
 data=heart[-Ind[[k]],],family=gaussian())   
 yhat[Ind[[k]],1]<-predict(out,heart[Ind[[k]],])  
 } #end of k loop  
 MSE[j,]=apply(yhat,2,function(x) sum((y-x)^2))/n  
} #end of j loop  
MSEAve<- apply(MSE,2,mean); MSEAve #averaged mean square CV error

## [1] 0.2260036

MSEsd <- apply(MSE,2,sd); MSEsd #SD of mean square CV error

## [1] 0.001713345

r2<-1-MSEAve/var(y); r2 #CV r^2

## [1] 0.6702901
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# Problem 3

# 10 fold cv  
Nrep<-50 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(heart)  
n.models = 9#number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],  
 control=loess.control(surface = "direct"), span=0.1, degree=0)   
 yhat[Ind[[k]],1]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=0.5, degree=0)   
 yhat[Ind[[k]],2]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=1, degree=0)   
 yhat[Ind[[k]],3]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=0.1, degree=1)   
 yhat[Ind[[k]],4]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=0.5, degree=1)   
 yhat[Ind[[k]],5]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=1, degree=1)   
 yhat[Ind[[k]],6]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"),span=0.1, degree=2)   
 yhat[Ind[[k]],7]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"), span=0.5, degree=2)   
 yhat[Ind[[k]],8]<-predict(out,heart[Ind[[k]],])  
 out<- loess(cost~intvn + comorb + dur + ervis, data=heart[-Ind[[k]],],   
 control=loess.control(surface = "direct"),span=1, degree=2)   
 yhat[Ind[[k]],9]<-predict(out,heart[Ind[[k]],])  
 } #end of k loop  
 MSE[j,]=apply(yhat,2,function(x) sum((y-x)^2))/n  
} #end of j loop  
MSEAve<- apply(MSE,2,mean); MSEAve #averaged mean square CV error

## [1] 0.2276983 0.2989229 0.6542799 0.2287382 0.2219651 0.2806409 0.2986728  
## [8] 0.2255190 0.2353081

MSEsd <- apply(MSE,2,sd); MSEsd #SD of mean square CV error

## [1] 0.0012833103 0.0006815753 0.0014620084 0.0042285681 0.0014487006  
## [6] 0.0013104484 0.0120664741 0.0063771735 0.0021627597

r2<-1-MSEAve/var(y); r2 #CV r^2

## [1] 0.66781784 0.56391043 0.04549076 0.66630078 0.67618184 0.59058150  
## [7] 0.56427521 0.67099709 0.65671611

# cp   
for (lambda in seq(.02,.2,.02)) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=0, span=lambda); print(c(lambda,out$s))}

## [1] 0.0200000 0.4844904  
## [1] 0.0400000 0.4821727  
## [1] 0.0600000 0.4886634  
## [1] 0.0800000 0.4960235  
## [1] 0.1000000 0.5017093  
## [1] 0.1200000 0.5183665  
## [1] 0.1400000 0.5279226  
## [1] 0.1600000 0.5343597  
## [1] 0.1800000 0.5492153  
## [1] 0.2000000 0.5588878

sig\_hat0<-0.4821727  
  
for (lambda in c(seq(.01,.05,.01), seq(.1,1,.2))) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=0, span=lambda); SSE<-sum((heart$cost-out$fitted)^2); Cp <- (SSE+2\*out$trace.hat\*sig\_hat0^2)/n; print(c(lambda,Cp))}

## [1] 0.0100000 0.3447391  
## [1] 0.020000 0.250741  
## [1] 0.0300000 0.2447149  
## [1] 0.040000 0.243106  
## [1] 0.0500000 0.2447364  
## [1] 0.1000000 0.2558221  
## [1] 0.3000000 0.3592051  
## [1] 0.500000 0.445103  
## [1] 0.7000000 0.5055038  
## [1] 0.90000 0.54365

# degree 0 with lambda 0.04, Cp=0.243106  
  
for (lambda in seq(.02,.2,.02)) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=1, span=lambda); print(c(lambda,out$s))}

## [1] 0.0200000 0.7217457  
## [1] 0.0400000 0.4908207  
## [1] 0.060000 0.477706  
## [1] 0.0800000 0.4696464  
## [1] 0.1000000 0.4671513  
## [1] 0.1200000 0.4676536  
## [1] 0.1400000 0.4728385  
## [1] 0.1600000 0.4711656  
## [1] 0.1800000 0.4710862  
## [1] 0.2000000 0.4708937

sig\_hat1<-0.4671513  
  
for (lambda in c(seq(.01,.05,.01), seq(.1,1,.2))) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=1, span=lambda); SSE<-sum((heart$cost-out$fitted)^2); Cp <- (SSE+2\*out$trace.hat\*sig\_hat1^2)/n; print(c(lambda,Cp))}

## [1] 0.010000 3.919603  
## [1] 0.0200000 0.4633957  
## [1] 0.0300000 0.2895165  
## [1] 0.0400000 0.2636108  
## [1] 0.0500000 0.2526826  
## [1] 0.1000000 0.2320746  
## [1] 0.3000000 0.2254268  
## [1] 0.5000000 0.2239008  
## [1] 0.7000000 0.2280489  
## [1] 0.9000000 0.2393453

# degree 1 with lambda 0.5, Cp=0.2239008  
  
for (lambda in seq(.02,.2,.02)) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=2, span=lambda); print(c(lambda,out$s))}

## [1] 0.02000 81.95271  
## [1] 0.040000 6.941557  
## [1] 0.060000 1.008625  
## [1] 0.080000 0.749715  
## [1] 0.1000000 0.6802507  
## [1] 0.1200000 0.6951063  
## [1] 0.1400000 0.6351406  
## [1] 0.1600000 0.6129484  
## [1] 0.1800000 0.6529255  
## [1] 0.2000000 0.6234012

sig\_hat2<-0.6129484  
  
for (lambda in c(seq(.01,.05,.01), seq(.1,2,.2))) {out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=2, span=lambda); SSE<-sum((heart$cost-out$fitted)^2); Cp <- (SSE+2\*out$trace.hat\*sig\_hat2^2)/n; print(c(lambda,Cp))}

## [1] 0.01 49511260.64  
## [1] 0.020 4095.139  
## [1] 0.03000 17.41063  
## [1] 0.04000 29.98221  
## [1] 0.05000 3.29391  
## [1] 0.1000000 0.5006148  
## [1] 0.3000000 0.3427353  
## [1] 0.5000000 0.2812468  
## [1] 0.7000000 0.2598593  
## [1] 0.9000000 0.2553736  
## [1] 1.1000000 0.2404817  
## [1] 1.3000000 0.2414684  
## [1] 1.5000000 0.2410224  
## [1] 1.7000000 0.2407992  
## [1] 1.9000000 0.2407165

# degree 2 with lambda 1.1, Cp=0.2404817  
  
# predicted cost   
out<-loess(cost~intvn + comorb + dur + ervis, heart,degree=1, span=0.5)  
predict(out,data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300))

## 1   
## 3.625035

# Problem 4

library(stats)  
  
# n fold cv  
n=nrow(heart)  
K<-n #K-fold CV on each replicate  
n.models = 3 #number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,1,n.models)  
  
Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=3)   
 yhat[Ind[[k]],1]<-predict(out,heart[Ind[[k]],])  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=2)   
 yhat[Ind[[k]],2]<-predict(out,heart[Ind[[k]],])  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=1)   
 yhat[Ind[[k]],3]<-predict(out,heart[Ind[[k]],])  
 } #end of k loop  
MSE[1,]=apply(yhat,2,function(x) sum((y-x)^2))/n; MSE #mean square CV error

## [,1] [,2] [,3]  
## [1,] 0.2199436 0.2172311 0.218855

r2<-1-MSE/var(y); r2 #CV r^2

## [,1] [,2] [,3]  
## [1,] 0.6791309 0.683088 0.6807191

# optimal number of n terms is 2  
  
# 10 fold cv  
Nrep<-50 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(heart)  
n.models = 3#number of different models to fit  
y<-heart$cost  
yhat=matrix(0,n,n.models)   
MSE<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=3)   
 yhat[Ind[[k]],1]<-predict(out,heart[Ind[[k]],])  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=2)   
 yhat[Ind[[k]],2]<-predict(out,heart[Ind[[k]],])  
 out<- ppr(cost~., data=heart[-Ind[[k]],], nterms=1)   
 yhat[Ind[[k]],3]<-predict(out,heart[Ind[[k]],])  
 } #end of k loop  
 MSE[j,]=apply(yhat,2,function(x) sum((y-x)^2))/n  
} #end of j loop  
MSEAve<- apply(MSE,2,mean); MSEAve #averaged mean square CV error

## [1] 0.2230094 0.2188478 0.2195882

MSEsd <- apply(MSE,2,sd); MSEsd #SD of mean square CV error

## [1] 0.004169366 0.002537754 0.001287023

r2<-1-MSEAve/var(y); r2 #CV r^2

## [1] 0.6746583 0.6807296 0.6796494

# fitted model interpretation and predicted cost use nterms=2  
out<-ppr(cost~., data=heart, nterms=2)   
summary(out)

## Call:  
## ppr(formula = cost ~ ., data = heart, nterms = 2)  
##   
## Goodness of fit:  
## 2 terms   
## 151.8006   
##   
## Projection direction vectors:  
## term 1 term 2   
## age -0.011897310 0.033386867  
## gend -0.151610398 0.603046978  
## intvn 0.290111026 0.008185856  
## drugs -0.111364027 0.065095812  
## ervis 0.064720395 0.066472939  
## comp 0.925599430 0.785962008  
## comorb 0.139219151 -0.093566942  
## dur 0.001175057 -0.002341940  
##   
## Coefficients of ridge terms:  
## term 1 term 2   
## 0.7348637 0.1591152

par(mfrow=c(1,2)); plot(out)
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predict(out,data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300))

## 1   
## 3.614803

par(mfrow=c(1,1))

# Problem 5

glass<-read.csv("HW2datb.csv")  
glass$type<-factor(ifelse(glass$type=="WinF"|glass$type=="WinNF","Win","Other"))  
  
# 10 fold cv for knn  
Nrep<-3 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(glass)  
n.models = 4 #number of different models to fit  
y<-glass$type  
yhat=matrix(0,n,n.models)   
MSC<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 train<-as.matrix(glass[-Ind[[k]],c(1:9)])  
 test<-as.matrix(glass[Ind[[k]],c(1:9)])  
 ytrain<-glass[-Ind[[k]],10]  
 K1=5; K2=4; K3=3; K4=2;  
 out<-ann(train,test,K1,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K1])  
 phat<-apply(ind,1,function(x) sum(ytrain[x]=="Win")/length(ytrain[x]))  
 yhat[Ind[[k]],1]<-ifelse(phat>0.5, "Win","Other")  
 out<-ann(train,test,K2,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K2])  
 phat<-apply(ind,1,function(x) sum(ytrain[x]=="Win")/length(ytrain[x]))  
 yhat[Ind[[k]],2]<-ifelse(phat>0.5, "Win","Other")  
 out<-ann(train,test,K3,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K3])  
 phat<-apply(ind,1,function(x) sum(ytrain[x]=="Win")/length(ytrain[x]))  
 yhat[Ind[[k]],3]<-ifelse(phat>0.5, "Win","Other")  
 out<-ann(train,test,K4,verbose=F)  
 ind<-as.matrix(out$knnIndexDist[,1:K4])  
 phat<-apply(ind,1,function(x) sum(ytrain[x]=="Win")/length(ytrain[x]))  
 yhat[Ind[[k]],4]<-ifelse(phat>0.5, "Win","Other")  
 } #end of k loop  
 MSC[j,]=apply(yhat,2,function(x) sum(x!=y)/n)  
} #end of j loop  
MSCAve<- apply(MSC,2,mean); MSCAve #averaged mean square CV misclass rate

## [1] 0.1495327 0.1386293 0.1261682 0.1401869

MSCsd <- apply(MSC,2,sd); MSCsd #SD of mean square CV misclass rate

## [1] 0.004672897 0.002697898 0.004672897 0.012363324

# k =3 best here  
  
# 10 fold cv for gam  
# used gam.check(out) to not apply smoothing to variables where close to k  
Nrep<-3 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(glass)  
n.models = 1 #number of different models to fit  
y<-glass$type  
yhat=matrix(0,n,n.models)   
MSC<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<-gam(type~RI+s(Na)+Mg+s(Al)+s(Si)+s(K)+Ca+s(Ba)+s(Fe),  
 data=glass[-Ind[[k]],], family=binomial())  
 #print(gam.check(out))  
 phat<-predict(out,glass[Ind[[k]],], type="response")  
 yhat[Ind[[k]],1]<-ifelse(phat>0.5, "Win","Other")  
 } #end of k loop  
 MSC[j,]=apply(yhat,2,function(x) sum(x!=y)/n)  
} #end of j loop  
MSCAve<- apply(MSC,2,mean); MSCAve #averaged mean square CV misclass rate

## [1] 0.1775701

MSCsd <- apply(MSC,2,sd); MSCsd #SD of mean square CV miscalss rate

## [1] 0.008093695

# 10 fold cv for nnet  
standglass<-glass  
standglass[ , c(1:9)]<-scale(standglass[ , c(1:9)], center=T, scale=T)  
library(nnet)  
Nrep<-3 #number of replicates of CV  
K<-10 #K-fold CV on each replicate  
n=nrow(glass)  
n.models = 9 #number of different models to fit  
y<-glass$type  
yhat=matrix(0,n,n.models)   
MSC<-matrix(0,Nrep,n.models)  
for (j in 1:Nrep) {  
 Ind<-CVInd(n,K)  
 for (k in 1:K) {  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=20, decay=0.005, maxit=1000, trace=F)  
 yhat[Ind[[k]],1]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=20, decay=0.01, maxit=100, trace=F)  
 yhat[Ind[[k]],2]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=20, decay=0.05, maxit=100, trace=F)  
 yhat[Ind[[k]],3]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=25, decay=0.005, maxit=100, trace=F)  
 yhat[Ind[[k]],4]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=25, decay=0.01, maxit=100, trace=F)  
 yhat[Ind[[k]],5]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=25, decay=0.05, maxit=100, trace=F)  
 yhat[Ind[[k]],6]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=30, decay=0.005, maxit=100, trace=F)  
 yhat[Ind[[k]],7]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=30, decay=0.01, maxit=100, trace=F)  
 yhat[Ind[[k]],8]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 out<-nnet(type~.,standglass[-Ind[[k]],], linout=F, skip=F,   
 size=30, decay=0.05, maxit=100, trace=F)  
 yhat[Ind[[k]],9]<-as.character(predict(out,standglass[Ind[[k]],], type="class"))  
 } #end of k loop  
 MSC[j,]=apply(yhat,2,function(x) sum(y!=x)/n)  
} #end of j loop  
MSCAve<- apply(MSC,2,mean); MSCAve #averaged mean misclassification rate

## [1] 0.1542056 0.1619938 0.1635514 0.1713396 0.1526480 0.1619938 0.1651090  
## [8] 0.1728972 0.1526480

MSCsd<-apply(MSC,2,sd);MSCsd

## [1] 0.009345794 0.011759867 0.008093695 0.011759867 0.005395797 0.007137968  
## [7] 0.005395797 0.009345794 0.009727411

# Problem 6

#install.packages("gbm")  
set.seed(135)  
library(gbm)  
gbm1 <- gbm(cost~., data=heart, var.monotone=rep(0,8), distribution="gaussian", n.trees=5000, shrinkage=0.1, interaction.depth=3, bag.fraction = .5, train.fraction = 1, n.minobsinnode = 10, cv.folds = 10, keep.data=TRUE, verbose=FALSE)  
best.iter <- gbm.perf(gbm1,method="cv");best.iter

![](data:image/png;base64,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)

## [1] 52

sqrt(gbm1$cv.error[best.iter]) #CV error SD

## [1] 0.4642951

1-gbm1$cv.error[best.iter]/var(heart$cost) #CV r^2

## [1] 0.6855116

summary(gbm1,n.trees=best.iter) # based on the optimal number of trees

![](data:image/png;base64,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)

## var rel.inf  
## intvn intvn 72.9124913  
## comorb comorb 10.7529278  
## dur dur 9.9119777  
## ervis ervis 3.1880071  
## age age 1.4655200  
## comp comp 1.0406340  
## drugs drugs 0.5249077  
## gend gend 0.2035346

# partial dependence plots  
par(mfrow=c(2,4))  
plot(gbm1, i.var = 1, n.trees = best.iter)  
plot(gbm1, i.var = 2, n.trees = best.iter)  
plot(gbm1, i.var = 3, n.trees = best.iter)  
plot(gbm1, i.var = 4, n.trees = best.iter)  
plot(gbm1, i.var = 5, n.trees = best.iter)  
plot(gbm1, i.var = 6, n.trees = best.iter)  
plot(gbm1, i.var = 7, n.trees = best.iter)  
plot(gbm1, i.var = 8, n.trees = best.iter)
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# prediction  
predict(gbm1,data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300), n.trees = best.iter)

## [1] 3.506312

# Problem 7

#install.packages("randomForest")  
set.seed(1234)  
library(randomForest)  
rForest1 <- randomForest(cost~., data=heart, mtry=3, ntree = 500, importance = TRUE)  
par(mfrow=c(1,1))  
plot(rForest1) #plots OOB mse vs # trees
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rForest1 #check the OOB mse and r^2

##   
## Call:  
## randomForest(formula = cost ~ ., data = heart, mtry = 3, ntree = 500, importance = TRUE)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## Mean of squared residuals: 0.2269444  
## % Var explained: 66.85

importance(rForest1); varImpPlot(rForest1)

## %IncMSE IncNodePurity  
## age -1.805068 32.491460  
## gend -4.917792 5.558582  
## intvn 102.666692 249.234914  
## drugs 2.156468 11.777113  
## ervis 15.440700 44.492357  
## comp 17.170477 8.762452  
## comorb 39.378343 56.272071  
## dur 21.274893 98.186049
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par(mfrow=c(2,4))  
for (i in c(2:9)) partialPlot(rForest1, pred.data=heart, x.var = names(heart)[i], xlab = names(heart)[i], main=NULL) #creates "partial dependence" plots
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# prediction   
predict(rForest1, data.frame(age=59,gend=0,intvn=10,drugs=0,ervis=3,comp=0,comorb=4,dur=300))

## 1   
## 3.624023

# mtry 1 and 2  
set.seed(1234)  
rForest2 <- randomForest(cost~., data=heart, mtry=1, ntree = 500, importance = TRUE)  
par(mfrow=c(1,1))  
plot(rForest2) #plots OOB mse vs # trees
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rForest2 #check the OOB mse and r^2

##   
## Call:  
## randomForest(formula = cost ~ ., data = heart, mtry = 1, ntree = 500, importance = TRUE)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 1  
##   
## Mean of squared residuals: 0.3013911  
## % Var explained: 55.98

set.seed(1234)  
rForest3 <- randomForest(cost~., data=heart, mtry=2, ntree = 500, importance = TRUE)  
par(mfrow=c(1,1))  
plot(rForest3) #plots OOB mse vs # trees

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAZlBMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6kNtmAABmADpmtv+QOgCQOjqQZgCQkGaQtpCQ2/+2ZgC2Zma2/9u2///bkDrb2//b/7bb////tmb/25D//7b//9v///9HtPPmAAAACXBIWXMAAA7DAAAOwwHHb6hkAAALQ0lEQVR4nO2dfWOqOBpH6Z3WOzu6dl/KzHW2WP3+X3JJCFRtaU3Co+HHOX+0VuCBeswrJKmOIE117wsAWxAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi7MIwbsq8ONX1HF/ut0Pz+2Ba5sLuwEIHuVt43Z/2/gjn8wuzhgEj1L73dtjt92PeSIteFc9/HdVPby0v1/e392v+jy33+5k9onUfxkeX7u3qh9/Pbs/2kMQXCBdyn18PRMckrNz2G8P2XBIsOFlfZLk67NvyKxQF+w8vmfRW59+2/d2Pg33231m3Fpeux9tQm781rrX2/45W7/ygrfh9yA4aPO/wnav1u3141erfyinB8E7KlmF0mfNJ4IPz32ibjeF7b5Qdjy8+DZRKKHrd9ftHnNtKC1E8JDFdnmwz3a3/ftNNQjuW0Unad1Txzahi2FpgkdS8PbsqK4OhuDi+UTwRRns3+9TtePwr5d+q/8RMue6+1rMkMUJPq9Fd+/XLktuNT++dlu7ZO63ti/bn818OysXJ7ivcT2dvB8KXvfHbiiNfdHs69V9s3mWLE9wV2nenr3vK8+dQ7+1K3DbhN1Xu+aafsUFA4LlQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweLECQ5TWMx2uPsCiRK864dRNjMeT7kwYgQfngetu5EB0RXcCAvBb5thrpJmJJOmSL8RJoKvScER4SADE8FtGRyS8GgZjOAbYSN4mCZsdEoSBN8II8G3DgdjIFgcU8H71ejs2Ai+EUbNpPdm2HXNJHxbYZOCQ+X5+hSMYCvMatGu/ozg+2NWBtcPLwguALtK1q5afxQ81kWKYCsMa9H71W+k4Ltj2Uw6PI8vIoTgG1FIRweCrbAWvKMdfF9IweIgWBwEi2Mk+NunKhF8I6ye6PjuqcrzcNc/GgaRlPFMFoLNKOOpSgSbQQoWp4ynKhFsRhlPVSLYjDLawQg2A8HiIFgcBIuDYHEQLE4hgrnbYAWCxUGwOAgWB8HiIFicMgTzzI4ZCBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi2M0+MwNWGkixgcj2Ao7wX7Y2ck4w6/DIdgIM8FB7bVrNiDYCDPBYRrDa1ddQbARpGBxjAS7oaNPx766dUU4BBth1UxqHT+8fLGyHYJvBO1gcRAsjqXgpnLZ9HXhEGyEkeC6qtb7P17p6Lg7NoLrtnFU+9RLM+nOGDWT2nS7/+kE09FxZwxvNhz+PpKC745NFj3M837Z0TG6MDWCjTCqZO266nMzuioHgm8E7WBxECyOteArV11BsBWkYHEQLA6CxTESHLvqCoKtMOroiFx1BcFmmAiOXrMBwWbY3Wzo4GbDnSEFi2NVBsetuoJgM4xq0ZGrriDYDNrB4iBYHASLg2BxECwOgsWJF3zSizHheRFsRLzg0cEKWedFsBEJWfRY93LWeRFsREoKrr6515t0XgzbUEolC8FGIFicFMH7VZtBj478TTwvgm1IqWT5W4C70VEpaedFsA3p7eCxW/mJ50WwDent4LzWEoJvBClYHMpgcahFi0M7WJxS7iZh2IhS7iYh2IhS7iYh2Ihi7iYh2IZiKlkItsGokhU9PhjBRthUsuLHByPYCJNKVsLoQgQbYVLJShgfjGAjShkfjGAjShkfjGAjIgVfkfmG/SLHByPYiBTBXQ488Q1/BNuAYHEsBcesuoJgI4wER6+6gmAjbATHr7qCYCNMBCesuoJgI4wER6+6gmAjogW/r5vyRRYdv+oKgo0wuh8cveoKgo3ghr84CBbHWvC1q64g2AhSsDgIFgfB4hgJ5qnKUrB6oiP+qUoMm1DOM1kINsFEcNJTlQg2gRQsTjlPVWLYBKNadMJTlQg2oZx2MIJNQLA4CBYHweIgWBwEi4NgcRAsDoLFQbA4JQnGsAEIFgfB4iBYHASLg2BxihKM4elBsDgIFgfB4iBYHASLg2BxECyO0dgkP5FW3PDR2JPAVdgJ9qOSIuaqjD0JXIWZ4KA2YvBZ5EngKswE71decMTwUfcuhqemrBTs3sbxpBgJdiMLn44f56r8LlxFIp4Yq2ZS6/jhZXx48Gi4ihQ8LWW1gxE8OSUKRvGEGAnetWVwV8mKqkV3WxA8ITaC3XTRbxtXy4oXTDVrUkwEd7PsHJ7bJlKCYFpKU2LUTOo6KOvHVwTfGcMU3FI/IfjOGJXBQWvbGj4X/MWiHMkng68wq0V3mfThOSUFI3g6SmsHm5xsySBYHGvBSZUsBE9HmSkYw5OBYHEKFYzhqTASnLAox8V2eqSnwaijI2VRjpwTwhi2XZXRz2SlnhHGML3ZcIx9qjL5jDBGwSmYG8NTYFUGpyzKkXdO+BSjWnTSohyf7IXiXEptB4e9XGsJyTmULZinLLMpXbDfF8PpzEEwQ5YymIfgI0VxKjMR7A/5/lku+MCMBHfHVccwBhHdVzE3wd19pqFMDo5RPcr8BF8GCgmZ9Pw5sxd8GqrPuE+Y7jQzRUDwedjzwGeaq/e9+td+212+Ced9dOESPl7G5Re23296b/MQPHa27oM5/ZAG81V1sstF2r98qzrpO62O1ac5xvCV+YbzvY7Hz4/8/L/57HpHDlqG4BQ+fr6X1vsvR3W+y4iWO4FgcRAsDoLFQbA4CBYHweIgWJy7CYYbcSfBU8cmRG4IBIuHQLB4CASLh0CweAgEi4dAsHgIBIuHQLB4CPoWxUGwOAgWB8HiIFgcBIuDYHEQLA6CxUGwOAgWB8HiIFgcM8FN5dYKT2P/+6+zELGx/MT066wQbiXdiyNT/qPaz+qZHKKbG/QpJ4SV4MatBJ9o+G3jZ6MeQsTGOjy3O+/c55Icwq8bdH5kyn/U+Glb00Psf4ad00MYCe6mlq6fUo5tujUhhhDRsfYrN+txqyg9xNtm7a7gKeMqfBQnOCNEP+96RggjwcNnHH9oU639/zWESIzVfs8zQzjBWSF2j/9uBWeE2AWTGSGsBPu8ZWzi/+/oBPchEmPVJ0emhXALnueEaA9xZXBGiPofXWUiI4SR4K6YSC2E/T8whEiL5SalzwrR+I82I4TLTp3g9BBvG1eE11n/iKrgpq9jZXxH3GL2GSHcuhZ5gjvaT6M8wffOortFJXJzeVeMJ4fwB2Rm0V2g1ba8LDqjknXsBWdUb8IKXrn1NPfRJofYhXGeGSHCVfzMqS0W2EwKgjOaBu8Llee1tJqclpanzmomTXEVJXZ0hCwouXG/X/WL/qT3Dwxmsjo6up6sjKtwJuusqzDrqhy6+hIIZcwQIjJWyBzdIakh2o/V5a45V9FF8V2V97wKbjaIg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECzOAgU323tfwS1ZnuC3DYKlQbA2+1VVPf7vn/9xc3Ht+gnx+hduY6Xlf3GCfQrupq/x0yS5weL9Cz+ivtEyvFTB6zCbnRtsPrxInTSmZJYqeNtPRtSm2uFFmCRTiiUL7qfBGV5009RK5dCLFtzPdXE+qUmdPLVIkSxY8NBeOm84iTWjlih4HSS6yrNPsP2LYaIiIZYn+Fi37eBNPzeRn5p6eNGE2ZeEWKDgZYFgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWJz/A06IJ/hB4hHfAAAAAElFTkSuQmCC)

rForest3 #check the OOB mse and r^2

##   
## Call:  
## randomForest(formula = cost ~ ., data = heart, mtry = 2, ntree = 500, importance = TRUE)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 2  
##   
## Mean of squared residuals: 0.2265548  
## % Var explained: 66.91