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**110034002** walked me through the parameters of the principal(), and i realizes that h2 stands for “commonality”, u2 “uniqueness”, and com “item complexity”

**109048231** notified me that in Question 3e, the factor loadings themselves reflected the correlation-like relationship. And clearly, we got different meanings from the component (from 3 to 2 in Question 3 case) since the greater-than-0.7 loadings shifted significantly.

# Question 1

Earlier, we examined a dataset from a security survey sent to customers of e-commerce websites. However, we only used the “eigenvalue > 1” criteria and the “elbow rule” on the screeplot to find a suitable number of components. Let’s perform a parallel analysis as well this week

sq <- read.csv('security\_questions.csv')  
pca\_sq <- prcomp(sq, scale. = TRUE)  
summary(pca\_sq)

## Importance of components:  
## PC1 PC2 PC3 PC4 PC5 PC6 PC7  
## Standard deviation 3.0514 1.26346 1.07217 0.87291 0.82167 0.78209 0.70921  
## Proportion of Variance 0.5173 0.08869 0.06386 0.04233 0.03751 0.03398 0.02794  
## Cumulative Proportion 0.5173 0.60596 0.66982 0.71216 0.74966 0.78365 0.81159  
## PC8 PC9 PC10 PC11 PC12 PC13 PC14  
## Standard deviation 0.68431 0.67229 0.6206 0.59572 0.54891 0.54063 0.51200  
## Proportion of Variance 0.02602 0.02511 0.0214 0.01972 0.01674 0.01624 0.01456  
## Cumulative Proportion 0.83760 0.86271 0.8841 0.90383 0.92057 0.93681 0.95137  
## PC15 PC16 PC17 PC18  
## Standard deviation 0.48433 0.4801 0.4569 0.4489  
## Proportion of Variance 0.01303 0.0128 0.0116 0.0112  
## Cumulative Proportion 0.96440 0.9772 0.9888 1.0000

## 1a

Show a single visualization with scree plot of data, scree plot of simulated noise (use average eigenvalues of ≥ 100 noise samples), and a horizontal line showing the eigenvalue = 1 cutoff.

set.seed(1111313131)  
  
sim\_noise\_ev <- function(n,p){  
 noise <- data.frame(replicate(p, rnorm(n)))  
 eigen(cor(noise))$values  
}  
evalues\_noise <- replicate(100 ,sim\_noise\_ev(406,18))  
evalues\_mean <- apply(evalues\_noise,1,mean)  
  
  
# Plotting  
screeplot(pca\_sq, col= "cornflowerblue", type = "lines", lwd = 2, main = "Eigenvalues: original data vs noise")  
lines(evalues\_mean, type = "b",col = "darkgreen")  
abline(h = 1,col = "darkgray", lty = "dotted")  
  
legend("topright", legend=c("original data", "noise", "eigenvalue = 1"),  
 col=c("cornflowerblue", "darkgreen", "darkgray"), lty=c(1, 1, 2))

![](data:image/png;base64,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)

## 1b

**Question**

How many dimensions would you retain if we used Parallel Analysis?

**Answer**

As observed in the screeplot above, we should only **take PC1 and PC2**. Starting from PC3, the variances of the garbage data (noise) start surpassing those of the original data.

# Question 2

Earlier, we treated the underlying dimensions of the security dataset as composites and examined their eigenvectors (weights). Now, let’s treat them as factors and examine factor loadings (use the principal() method from the psych package)

## 2a

**Question**

Looking at the loadings of the first 3 principal components, to which components does each item seem to best belong?

sq <- read.csv('security\_questions.csv')  
library(psych)  
sq\_principal <- principal(sq, nfactor = 3, rotate= "none", scores = TRUE)  
sq\_principal$loadings[,1:3]

## PC1 PC2 PC3  
## Q1 0.8169846 -0.13941235 -0.002115927  
## Q2 0.6726084 -0.01375526 0.089174403  
## Q3 0.7655215 -0.03269651 0.089686106  
## Q4 0.6233733 0.64307826 0.108031860  
## Q5 0.6900841 -0.03126466 -0.542354570  
## Q6 0.6828029 -0.10462094 0.207232000  
## Q7 0.6566249 -0.31763196 0.324176779  
## Q8 0.7861054 0.04235983 -0.343212951  
## Q9 0.7230295 -0.23164618 0.203556038  
## Q10 0.6861529 -0.09868038 -0.532678749  
## Q11 0.7529735 -0.26100673 0.172516196  
## Q12 0.6303505 0.63753124 0.121522834  
## Q13 0.7119085 -0.06463837 0.084335919  
## Q14 0.8114677 -0.09970016 0.156787046  
## Q15 0.7040428 0.01057936 -0.332546876  
## Q16 0.7575616 -0.20281591 0.183170175  
## Q17 0.6175336 0.66426051 0.110061160  
## Q18 0.8067284 -0.11360432 -0.065189145

**Answer**

The first principal component

## 2b

**Question**

How much of the total variance of the security dataset do the first 3 PCs capture?

sq\_principal$loadings

##   
## Loadings:  
## PC1 PC2 PC3   
## Q1 0.817 -0.139   
## Q2 0.673   
## Q3 0.766   
## Q4 0.623 0.643 0.108  
## Q5 0.690 -0.542  
## Q6 0.683 -0.105 0.207  
## Q7 0.657 -0.318 0.324  
## Q8 0.786 -0.343  
## Q9 0.723 -0.232 0.204  
## Q10 0.686 -0.533  
## Q11 0.753 -0.261 0.173  
## Q12 0.630 0.638 0.122  
## Q13 0.712   
## Q14 0.811 0.157  
## Q15 0.704 -0.333  
## Q16 0.758 -0.203 0.183  
## Q17 0.618 0.664 0.110  
## Q18 0.807 -0.114   
##   
## PC1 PC2 PC3  
## SS loadings 9.311 1.596 1.150  
## Proportion Var 0.517 0.089 0.064  
## Cumulative Var 0.517 0.606 0.670

**Answer**

PC1: 0.517 PC2: 0.089 PC3: 0.064 (individual)

0.670 (cumulative)

## 2c

**Question**

Looking at commonality and uniqueness, which items are less than adequately explained by the first 3 principal components?

sq\_principal$communality

## Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8   
## 0.6869041 0.4605433 0.5951359 0.8138147 0.7713420 0.5201104 0.6371369 0.7375512   
## Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16   
## 0.6178667 0.7642903 0.6648554 0.8185557 0.5181043 0.6930021 0.6063756 0.6485852   
## Q17 Q18   
## 0.8347032 0.6679663

**Answer**

Commonality (h2) + uniqueness(u2) =1 , and high uniqueness(u2) means data being less explained. It is known that the first three PCs capture 0.67 of total variance, and items whose commonality is less than 0.67 is exactly what we are looking for: Q2, 3, 6, 7, 9, 11, 13, 15, 16, 18.

## 2d

**Question**

How many measurement items share similar loadings between 2 or more components?

sq\_principal$complexity

## Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8   
## 1.058202 1.035995 1.031144 2.055762 1.899001 1.233397 1.959957 1.374540   
## Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16   
## 1.373796 1.932541 1.351862 2.072501 1.044775 1.105810 1.425577 1.266376   
## Q17 Q18   
## 2.047594 1.052956

**Answer**

It can be seen that Q4, 12, 17 have their item complexity value greater than 2.

## 2e

**Question**

Can you interpret a ‘meaning’ behind the first principal component from the items that load best upon it? (see the wording of the questions of those items)

**Answer**

The patterns looks no clear for interpretation, but my guess is that the first principal component vaguely captures “confidentiality”

# Question 3

To improve interpretability of loadings, let’s rotate our principal component axes using the varimax technique to get rotated components (extract and rotate only three principal components)

## 3a

**Question**

Individually, does each rotated component (RC) explain the same, or different, amount of variance than the corresponding principal components (PCs)?

**Answer**

Different.

PC1 = 0.517 , RC1 = 0.312

PC2 = 0.089 , RC2 = 0.164

PC3 = 0.064 , RC3 = 0.194

sq\_pca\_rot <- principal(sq, nfactor = 3, rotate = "varimax", scores = TRUE)  
sq\_pca\_rot$loadings

##   
## Loadings:  
## RC1 RC3 RC2   
## Q1 0.660 0.450 0.221  
## Q2 0.544 0.286 0.288  
## Q3 0.621 0.337 0.311  
## Q4 0.218 0.193 0.854  
## Q5 0.244 0.828 0.162  
## Q6 0.652 0.199 0.234  
## Q7 0.790 0.103   
## Q8 0.382 0.706 0.305  
## Q9 0.738 0.234 0.138  
## Q10 0.277 0.823 0.102  
## Q11 0.757 0.278 0.118  
## Q12 0.233 0.186 0.854  
## Q13 0.593 0.315 0.259  
## Q14 0.719 0.310 0.283  
## Q15 0.342 0.656 0.244  
## Q16 0.740 0.267 0.174  
## Q17 0.205 0.187 0.870  
## Q18 0.609 0.495 0.227  
##   
## RC1 RC3 RC2  
## SS loadings 5.613 3.490 2.954  
## Proportion Var 0.312 0.194 0.164  
## Cumulative Var 0.312 0.506 0.670

## 3b

**Question**

Together, do the three rotated components explain the same, more, or less cumulative variance as the three principal components combined?

**Answer**

The same. Proven by the fact that cumulative variance = 0.67.

## 3c

**Question**

Looking back at the items that shared similar loadings with multiple principal components (#2d), do those items have more clearly differentiated loadings among rotated components?

**Answer**

Yes.

sq\_pca\_rot$loadings

##   
## Loadings:  
## RC1 RC3 RC2   
## Q1 0.660 0.450 0.221  
## Q2 0.544 0.286 0.288  
## Q3 0.621 0.337 0.311  
## Q4 0.218 0.193 0.854  
## Q5 0.244 0.828 0.162  
## Q6 0.652 0.199 0.234  
## Q7 0.790 0.103   
## Q8 0.382 0.706 0.305  
## Q9 0.738 0.234 0.138  
## Q10 0.277 0.823 0.102  
## Q11 0.757 0.278 0.118  
## Q12 0.233 0.186 0.854  
## Q13 0.593 0.315 0.259  
## Q14 0.719 0.310 0.283  
## Q15 0.342 0.656 0.244  
## Q16 0.740 0.267 0.174  
## Q17 0.205 0.187 0.870  
## Q18 0.609 0.495 0.227  
##   
## RC1 RC3 RC2  
## SS loadings 5.613 3.490 2.954  
## Proportion Var 0.312 0.194 0.164  
## Cumulative Var 0.312 0.506 0.670

## 3d

**Question**

Can you now more easily interpret the “meaning” of the 3 rotated components from the items that load best upon each of them? (see the wording of the questions of those items)

**Answer**

RC1: Q7, Q9, Q11, Q14, Q16 –> “personal information”

RC2: Q4,Q12,Q17 –> “evidence showing the transaction is not denied”

RC3: Q5,Q8,Q10 –> “authenticity & user-to-website security”

## 3e

**Question**

If we reduced the number of extracted and rotated components to 2, does the meaning of our rotated components change?

**Answer**

Yes. It can be observed that both RC1 and RC2 (column) have different questions (row) yield correlations greater than 0.7, so the underlying meanings might have changed.

sq\_pca\_rot <- principal(sq, nfactor = 2, rotate = "varimax", scores = TRUE)  
sq\_pca\_rot$loadings

##   
## Loadings:  
## RC1 RC2   
## Q1 0.783 0.271  
## Q2 0.596 0.312  
## Q3 0.687 0.340  
## Q4 0.236 0.864  
## Q5 0.620 0.305  
## Q6 0.649 0.237  
## Q7 0.728   
## Q8 0.668 0.416  
## Q9 0.745 0.145  
## Q10 0.649 0.244  
## Q11 0.786 0.134  
## Q12 0.245 0.862  
## Q13 0.655 0.286  
## Q14 0.759 0.304  
## Q15 0.612 0.348  
## Q16 0.762 0.187  
## Q17 0.221 0.880  
## Q18 0.762 0.289  
##   
## RC1 RC2  
## SS loadings 7.521 3.387  
## Proportion Var 0.418 0.188  
## Cumulative Var 0.418 0.606