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今天社会的各行各业对信息系统的依赖与日俱增，特别是在金融等行业信息系统已经真正到须臾不可离异的地步。对于这样的大型企业，信息系统的重要性决定了对其可靠性、安全性的要求达到了前所未有的高度。作为提高可靠性、安全性的一个重要措施，投资巨大的灾备中心建设已经不再是满足某一企业的自身安全要求，而是成为行业的硬性规定。然而，影响信息系统可靠性、安全性的因素涉及的方面、因素非常多，并不是只要建立了灾备中心就可以一劳永逸地彻底解决问题。本文希望从多个角度探讨通过减少单点故障提高信息系统的安全性。

 今天信息系统的复杂性决定了完成一个看似简单的业务操作都需要一个长长的信息系统链条的各个环节提供保障。在这个链条中的任何一个环节出现问题，都将导致业务操作的失败。金融行业信息系统一般都是由数据中心、广域网、局域网、应用终端为基础，在其上建立的应用系统，以及维护基础平台和应用平台的组织构成。因此，无单点故障就在保证上述所有的环节都要实现无单点故障。

 本文讨论的无单点故障并不包括个人应用或几人以下的小团队的无单点故障问题。实现无单点故障需要巨大的成本投入，任何可靠性方面的提高都意味着投入的增加，因此无单点故障设计只是在考虑可能对全局或相对较大的区域造成影响的信息系统需要进行无单点故障设计。

**一、数据中心的无单点故障设计**

**1、  服务器的无单点故障设计**

 现今稍正规的数据中心服务器一般都会采用双机或集群设计，以保证当一台服务器出现故障时，重要的业务不会中断。但随着计算机应用深入到企业的各个方面，企业中都会有大量的系统在各个领域中运行，需要数量庞大的服务器支撑这些应用。相当一部分企业很难保证所有的服务器都能做到双机或者集群。而随着信息系统在企业中应用集成度的不断提高，各应用系统间的关系日益紧密，一个看似不重要的系统可能与核心系统密切相关，一般系统的故障可能直接导致关键系统无法正常运行。因此，在服务器的配置上，不但要考虑关键系统的无单点故障，对大量的非关键应用系统也同样需要考虑双机或集群，实现无单点故障设计，以全面保证企业的应用不会由于非核心系统的故障对核心系统造成影响。

 对于非核心业务的应用，并不一定都必须做到双机或集群，可以利用现已十分成熟的虚拟化技术，将一台服务器划分为多台，将大量的非关键应用系统交叉部署在不同的物理服务器上，彼此互备。根据各系统的重要性和相互的关联性，并考虑总体经济性，非核心服务器并不一定都必须是热备，有些服务器也可以是冷备，只要能在较短的时间内能及时启动，满足应用需求即可。

**2、  磁盘阵列的无单点故障设计**

 磁盘阵列本身就是一个相对高可靠性的设备，单个磁盘的故障并不会影响其上存储数据的安全性。先进的磁盘阵列可以通过配置双控制器实现控制器的无单点故障，但背板如果出现故障也将使整个磁盘阵列失效，尽管这个概率很低，风险也还是存在的。因此，如果条件允许，磁盘阵列也应该采用双机互备模式。

**3、  数据中心网络系统的无单点故障设计**

 一般的数据中心都已经采用双核心交换机模式实现无单点故障。但主交换机之外，防火墙、路由器是否存在双机互备，交换机与非核心服务器是否实现了双线接入都对整个系统的可靠性有重要影响。因此，在网络接入、防火墙、路由器、DMZ区设计等多个方面都需要考虑无单点故障设计。

**4、  灾备系统**

 灾备系统是确保系统可行性的最后一道屏障。但由于灾备系统投入使用的概率很低，相当一部分灾备系统并未达到理想的随时可以投入使用的状态。灾备中心除了服务器、网络平台要能承担得起主数据中心的关键任务外，不仅要实现与主数据中心各应用系统数据的一致性，应用程序更新版本的一致性，更重要的是灾备中心也需要建立与主数据中心同样能与各机构相连的网络，而不能只与主数据中心有顺畅的网络，因为一旦发生需要启用灾备中心的故障，与主数据中心的网络也会中断。

 为保证灾备系统能够在主数据中心出现灾难性故障时正常启用，一般的点对点方式的SDH专线很难做到各节点在灾备中心启动后，把应用自动切换到灾备中心。就是各节点都向两个数据中心铺设了专线，对于一个有大量节点的企业而言，切换也不是一个简单的问题。建立MPLS网络是解决快速切换的最佳方案，它可以在主数据中心出现故障时，自动切换到灾备中心，真正实现业务的不间断运行。

**二、网络系统的无单点故障设计**

**1、  广域网的无单点故障设计**

 今天建立广域网已经不存在任何技术障碍，可以通过SDH专线实现点对点互联，也可以建立MPLS VPN专网，还可以通过互连网VPN技术建立机构内部专网。尽管今天专线在技术上已经具备了相对较高的可靠性，但施工造成的断网是最常见的专线故障。因此，每个信息节点通过电信、联通两家公司分别建立专线是提高可靠性的有效方式。还可以通过SDH专线与互联网VPN互备实现无单点故障。

 为了防止两条专线被施工时同时挖断，条件允许时，应尽可能采用相隔较远的不同通道汇聚到机房。

**2、  节点内无单点故障设计**

 所谓节点就是一个与广域网相联的内部局域网系统。由于这些节点可能是几十人，也可能是由成百，甚至上千人的团队组成，还有些节点担负着承上启下的信息传输作用中，因此，为了将故障影响控制在最小范围内，节点内也应考虑无单点故障设计。

 节点实现无单点故障设计的要点一是要实现双线，或三线通过双路由器、双网关接入，配备两个三层交换机，即可实现节点的无单点故障设计，把单一设备或线路故障造成的影响降到最低。

**三、组织架构的无单点故障设计**

 无单点故障设计不但要考虑硬件和网络，在组织架构上也必须做充分的考虑。现今企业中的计算机平台日益复杂，应用系统五花八门，需要一个强大的技术团队做好维护工作。一旦维护出现问题，必将对业务经营产生重大影响。

 在组织架构上要做到无单点故障，就要求不管软件、硬件，每一个系统的维护都应有至少两个，或两组人员负责。许多企业通过服务外包的方式，将信息系统的维护交由专业的公司来做，但对于大型的企业自身也应有一批专业技术人员能够承担起各软硬件系统最基本的维护工作，只有这样才能保证一旦出现意外情况时，不会由于维护人员，或团队出现问题，造成系统的瘫痪。

 实现信息系统全部各关键环节的无单点故障需要巨大的资金投入，各企业必须根据自身的实力、信息系统在企业的重要性决定在哪些环节需要加强，哪些环节可以暂缓，在安全投入和获得的收益之间找到一个平衡点。