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零、学习方法

     简要学习理论篇，进入程序学习篇，再回头学习理论篇和实践篇

一、基本概念

**1.Hash定义**

     Hash定义：将**任意长度**的输入，通过**散列算法**，变成**固定长度**的输出，该输出就是散列值。

     hash函数：就是一种将任意长度的消息压缩到某一固定长度的消息摘要的函数。

     Hash表：一种数据结构，既满足了数据的查找方便，同时不占用太多的内容空间。

**2.Hash用途**

     1）哈希主要用于信息安全领域中的加密算法，把一些不同长度的信息转化成杂乱的128位的编码。

     2）在海量数据处理中有广泛应用。

**3.常见的Hash函数（散列算法）**

     1)除法散列法

     2)平方散列法

     3）斐波那契散列法

**4.Hash表介绍**

     Hash表本质：归类方法。

     Hash表：一种新的数据结构，兼有数组的易寻址和链表的易插入和删除的特点。

     Hash表形象描述：如果有一堆书，就如同链表及线性表一样，杂乱无序，查找起来十分麻烦；

                                   如果进行编号，采用二分法，很快就可以查到

                                   如果可以按照工科、理科、文科进行分类，就可以更快的查到。

     Hash表的实现：有多种实现，最常用的是拉链法。

**5.举例说明Hash函数**

在下面这一个字符串hash函数中，通过遍历字符串，经过表达式hash = 31\*hash +\*p，循环计算得到Hash值。

很多hash函数都是如此操作，只是其表达式（散列算法）有所不同。

|  |
| --- |
| unsigned int yk\_simple\_hash(char \*str,int str\_len) {         register unsigned int hash;         register unsigned char \*p;         int i;          for(hash = 0, i = 0, p = (unsigned char \*)str; \*p && i < str\_len; p++,i++)                 hash = 31 \* hash + \*p;          return (hash & 0x7FFFFFFF); } |

**二、冲突相关**

1.冲突定义：假设哈希表的地址集为0~（n-1），冲突是指由关键字得到的哈希地址为j（0<=j<=n-1）的位置上已经有记录。**在关键字得到的哈希地址上已经有记录，那么就称之为冲突**

2.处理冲突：就是为该关键字的记录扎到另一个“空”的哈希地址。即在处理哈希地址的冲突时，若得到的另一个哈希地址H1仍然发生冲突，则再求下一个地址H2，若H2仍然冲突，再求的H3，直至Hk不发生冲突为止，则Hk为记录在表中的地址。

处理冲突的方法：

**1）开放定址法**

               Hi=(H(key) + di) MOD m i=1,2,...k(k<=m-1)

          其中H(key)为哈希函数；m为哈希表表长；di为增量序列。有3中增量序列：

               1）线性探测再散列：di=1,2,3,...,m-1

               2）二次探测再散列：di=1^2,-1^2,2^2,-2^2,....+-k^2(k<=m/2)

               3）伪随机探测再散列：di=伪随机数序列

**缺点：**

          我们可以看到一个现象：当表中i,i+1,i+2位置上已经填有记录时，下一个哈希地址为i,i+1,i+2和i+3的记录都将填入i+3的位置，这种在处理冲突过程中发生的两个第一个哈希地址不同的记录争夺同一个后继哈希地址的现象称为“**二次聚集**”，即在处理同义词的冲突过程中又添加了非同义词的冲突。但另一方面，用线性探测再散列处理冲突可以保证做到：只要哈希表未填满，总能找到一个不发生冲突的地址Hk。而二次探测再散列只有在哈希表长m为形如4j+3（j为整数）的素数时才可能。

**即开放定址法会造成二次聚集的现象，对查找不利**。

**2)再哈希法**

               Hi = RHi（key），i=1,2,...k

               RHi均是不同的哈希函数，即在同义词产生地址冲突时计算另一个哈希函数地址，直到不发生冲突为止。这种方法不易产生聚集，但是增加了计算时间。

               缺点：增加了计算时间。

**3)链地址法（拉链法）**

               将所有关键字为同义词的记录存储在同一线性链表中。

**4)建立一个公共溢出区**

               假设哈希函数的值域为[0,m-1]，则设向量HashTable[0...m-1]为基本表，每个分量存放一个记录，另设立向量OverTable[0....v]为溢出表。所有关键字和基本表中关键字为同义词的记录，不管他们由哈希函数得到的哈希地址是什么，一旦发生冲突，都填入溢出表。

          拉链法的优点:

①拉链法处理冲突简单，且无堆积现象，即非同义词决不会发生冲突，因此平均查找长度较短；  
②由于拉链法中各链表上的结点空间是动态申请的，故它更适合于造表前无法确定表长的情况；  
③开放定址法为减少冲突，要求装填因子α较小，故当结点规模较大时会浪费很多空间。而拉链法中可取α≥1，且结点较大时，拉链法中增加的指针域可忽略不计，因此节省空间；  
④在用拉链法构造的散列表中，删除结点的操作易于实现。只要简单地删去链表上相应的结点即可。而对开放地址法构造的散列表，删除结点不能简单地将被删结 点的空间置为空，否则将截断在它之后填人散列表的同义词结点的查找路径。这是因为各种开放地址法中，空地址单元(即开放地址)都是查找失败的条件。因此在 用开放地址法处理冲突的散列表上执行删除操作，只能在被删结点上做删除标记，而不能真正删除结点

               拉链法的缺点：

                    拉链法的缺点是：指针需要额外的空间，故当结点规模较小时，开放定址法较为节省空间，而若将节省的指针空间用来扩大散列表的规模，可使装填因子变小，这又减少了开放定址法中的冲突，从而提高平均查找速度

**三.查找：**

     从哈希表的查找过程可见：

          1）虽然哈希表在关键字与记录的存储位置直接建立了直接映像，但是由于“冲突”的产生，使得哈希表的查找过程仍然是一个给定值和关键字进行比较的过程。因此仍需以**平均查找长度**作为衡量哈希表的查找效率的量度。

          2)查找过程中需和给定值进行比较的关键字的个数取决于下列三个因素：哈希函数，处理冲突的方法和哈希表的装填因子。

               在一般情况下，处理冲突方法相同的哈希表，其平均查找长度依赖于哈希表的装填因子。

**装填因子=（表中填入的记录数）/(哈希表的长度)**. 装填因子越小，发生冲突的可能性就越小；反之，装填因子越大，表中已经填入的记录越多，再填记录时，发生冲突的可能性就越大，则查找时，给定值需与之进行比较的关键字的个数也就越多。

**四 关于Hash使用与学习**

     首先一定要明白Hash表的拉链法。因为很多应用都是采用Hash表的拉链法。对于拉链法，我们可以理解为是一个链表的数组。1）数组的每一个元素都是一个链表。2）一个链表中的所有结点都具有相同的Hash值，其Hash值就是这个数组元素的下标。

     其次，要学会Hash表初始化、插入元素、查找元素三大操作。
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