海量数据的可扩展K阶最长公共前缀数组构造方法
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摘 要: 本文提出一种使用后缀数组（SA）构造海量数据K阶最长公共前缀（LCP）数组的方法。该方法限定输入字符串T中任意两个后缀的最长LCP为K个字符，并使用一个指纹函数将LCP构造过程中的字符串比较运算转化为可在常数时间内完成的整数比较运算来降低时间复杂度。所述方法适用于内存、外存和分布模型，在各模型上的总时间和空间复杂度均为和。其中，在由d个计算节点构成的分布模型上，各节点的时间和空间复杂度分别为和。
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**Abstract**: A new method is proposed to compute the K-order longest common prefix array via the suffix array for a size-n input string T, where the maximum LCP of a pair of suffixes of T is truncated to be at most K characters. By employing a finger-printing function, string comparisons in this method are translated into integer comparisons. This method can be applied on the internal memory, external memory and distributed computation models. For each of these models, the total time and space complexities are O(n logK) and O(n), respectively. In particular, this method is scalable for a distributed model of d computing nodes, where the time and space complexities are evenly divided onto each node as O(nlogK/d) and O(n/d), respectively.
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# 导言

大规模随机二进制数据的模式查找技术是盲信号处理领域的一个研究热点，由于随机二进制数据缺乏语法、语义特征，无法应用分词等预处理手段来建立哈希索引，因此需要构造和使用全文索引来提升模式查找效率。后缀数组[1]是一种常用的全文索引数据结构，其结构紧凑，可用于分析、提取盲信号的数据特征。SA加上以其为基础计算的最长公共前缀数组（LCPA），只需不到一半的空间就可用同等的时间实现后缀树的遍历、查找等操作[2]。

在内存模型上，目前所知性能最优的SA和LCPA构造算法采用归纳排序（IS）方法[3][4]。但随着数据采样技术的进步，现有内存构造算法已难以处理规模持续增长的待处理数据。近期出现的几个外存算法[5][6][7]以不同方式将内存模型上的IS方法扩展到外存模型并取得了远优于其他外存算法[8]的时空效率。其中，eSAIS算法[6]可在计算SA的过程中同步计算LCPA，时间和I/O开销是单独计算SA的两倍。eGSA算法[9]采用多路归并排序方法同步计算字符串集合的全局SA和LCPA，所需时间为eSAIS算法的三分之一。算法exLCP[10]是一种轻权LCPA构造算法，其计算字符串集合的Burrow-Wheeler变换来构造LCPA。LCPscan[11]算法根据SA来间接构造LCPA。与eSAIS算法相比，LCPscan算法的磁盘工作空间较小且在运行时间和I/O效率上的性能更好。上述算法在时空性能上的性能表现良好，然而它们的设计复杂、扩展性差，难以在并行和分布模型上利用多个计算节点来提升性能。

另一方面，统计数据表明实际数据（尤其是蛋白质和DNA等基因数据）的平均LCP长度通常较小[9]。这促使我们设计实用算法来计算输入字符串T的K阶LCPA，算法假设T的任意两个后缀的最大LCP不超过K且K远小于T的长度（例如：K=8192）。

本文的贡献主要包括以下两个方面：

1. 我们的第一个贡献是设计和实现一个K阶LCPA构造算法。算法采用LCP批量查询技术在O(nlogK)的时间和O(n)的空间内构造输入字符串的LCPA，适用于内存和外存模型，编写的C++程序代码少于600行。
2. 现存并行构造算法主要用于整体同步并行和并行随机访问等共享内存计算模型[13][14]。我们的第二个贡献是将所提出的方法移植到由d个计算节点组成的传统分布系统上。

本文的其余部分组织如下。第2节介绍LCP-BQT技术并描述所提出的构造方法在内存模型上的算法框架。第3节将所述方法扩展到外存和分布模型上。最后，我们分别在第4和第5节给出性能分析和总结。

# 内存上构造K阶最长公共前缀数组

## 名词解释

考虑有序字符集上长度为n的输入文本。假设是上的最小字符且只在T中出现一次。为便于描述，我们引入以下名词解释。

* 分别将由T[0]T[1]…T[i]和T[i][i+1]…T[n-1]构成的前缀和后缀记作和。
* 将T的后缀数组记作。是区间中各整数的一个全排列，其满足字典次序上的小于关系：
* 将后缀和的最长公共前缀长度记作。最长公共前缀数组是由取自区间的n个整数构成的，其满足。
* 将记作。

## LCP批量查询技术

已知字符串T和b对索引构成的集合P，LCP-BQT可使用O(nlogb)的时间和O(n)的内存空间来批量计算P中各对索引的最长公共前缀长度。主要思路是寻找使得对有和成立。为此，其首先令，然后执行logb次循环。其中，第k次循环的目标是确认中的各对是否满足并按如下方式生成：若，则将插入中；否则将插入中。上述过程中涉及的字符串比较可依据从左向右按位比较字符的方式来求解。从而，整个过程的最坏时间复杂度为，容易成为性能瓶颈。

一个可行的解决方案是采用文献[15]中的指纹函数将字符串比较转换为可在常数时间内完成的整数比较。字符串的指纹可由公式计算得到。其中，L是与一个质数，而是一个从区间[1,L)中随机提取的整数。显然，两个相同字符串的指纹相同，但反之不成立。幸运的是，现已证明当L足够大时，两个不同字符串具有相同指纹的概率可忽略不计。

根据以上描述，我们给出第k轮循环的三步算法框架：

1. 从右向左扫描字符串T并根据公式来迭代计算的指纹。若，则在哈希表中存储。
2. 对每个，根据公式来计算的指纹。
3. 对每对，比较与的大小。若相等，则将插入中；否则将插入中。

整个循环过程满足以下两个不变式：

1. 在第k轮循环的开始，对每对，有成立。
2. 在第k轮循环的结束，对每对，有成立。

在整个循环结束后，对每对，有成立，从而我们能够在的时间内从左向右按位比较和的大小。令且，则和分别是位于和右侧的位置索引且满足和。

引理**1**. 可在O(nlogb)的时间和O(b)的空间内以极大概率正确计算T中任意b对后缀的LCP。

证明: LCP-BQT的时间复杂度取决于logb轮循环，其中每轮循环在步骤S1使用O(n)的时间迭代计算T中各前缀的指纹，并在步骤S2-S3使用O(b)的时间来计算和比较字符串的指纹。此外，算法使用O(b)的空间来使用哈希表存储和获取迭代计算的指纹。

## 算法描述

将LCP数组构造问题转化为批量求解集合中各对索引的LCP。为便于说明，首先引入以下名词解释，其中且。

* 和是两个大小为2n的整数数组。
* 和分别为基数排序和得到的两个大小为2n的整数数组。
* 是存储和提取前缀指纹的哈希表。其中，。

如图1所示，算法1在初始阶段按如下步骤计算和：1）且；2）且。此后，算法在第4-9行循环计算和。在第k轮，算法迭代计算T中前缀的指纹并据此计算得到和。若两个指纹相等，则将和分别加上且和分别加上。算法将更新后的和分别赋值为和。在整个循环结束后，算法使用O(n)的时间计算目标LCP数组。从而，我们可得到以下结论：

引理**2**. 已知T的后缀数组，可使用O(nlogK)的时间和O(n)的空间以极大概率正确计算T的K阶LCP数组。

证明: while循环使用O(nlogK)的时间来计算和。另一方面，需要O(n)的内存空间来存储哈希表HT，和。

# 外存上构造K阶最长公共前缀数组

内存算法lcp-ram中使用一个哈希表来快速查找指定字符串的指纹。当T的长度n变大时，算法无法在内存中长期维持哈希表的一个完整副本。为此，我们重构lcp-ram来设计磁盘友好的外存算法lcpa-disk。该算法能够顺序地从外存中读取目标字符串的指纹，从而避免因随机I/O导致的系统性能下降。

## 预备知识

已知内存容量为M，我们在外存模型中将字符串和后缀数组均匀划分为的子块。其中，每块的大小为，从而可在内存中处理。我们将在算法lcpa-ram中使用的和扩展为和，两者均包含2n个子项，各子项的内容为一个的三元组，其中各数据域描述如下：

* 表示子项的索引，满足。
* 表示前缀pre(0,pos)的结束位置索引。
* 表示前缀pre(0,pos)的指纹。

对于，和的fp值被用于计算。类似可得的值。

## 算法描述

lcpa-disk算法对子项执行两此外存排序，排序关键字为logn比特的pos或idx。算法首先按pos将数组和排序来得到和，然后扫描和的子项来迭代计算所需的指纹。其后，算法按idx排序数组和来得到和。给定大小为的I/O缓冲区和内存空间，可采用一种多路基数排序方法在O(n)时空复杂度内执行所述外存排序。从而，我们得到以下结论：

引理**3**. 已知T的后缀数组，可使用O(nlogK)的时间和O(n)的磁盘空间以极大概率正确计算T的K阶LCP数组。

## 算法优化

为降低lcpa-disk中while循环的时间开销，可从和直接计算和，从而将循环次数减半。为此，将算法过程中的第8-9行修改如下：

1. 计算和比较和的指纹。若相等，则执行步骤S2，否则跳转执行步骤S3。
2. 计算和比较和的指纹。若相等，则令和自增并令和自增；否则，令和自增并令和自增。
3. 计算和比较和的指纹。若相等，则令和自增并令和自减；否则，令和自减+。
4. 令且。
5. 令。

## 讨论

在本小节，我们展示如何将外存lcpa-em算法扩展到包含d个计算节点的分布模型上。所有计算节点由一个工作在全双工模式下的千兆以太网交换机内连，且单个计算节点上的内存和外存空间分别为M和E。将字符串和后缀数组均匀地切分为块并将分块和分布到节点上，其中各块的大小。

算法lcpa-disk通过两次外存基数排序来计算和。在分布系统中，我们使用一组发送/接收缓冲区来实现计算节点间的数据交换从而模拟外存排序的过程。在while循环结束后，可直接由位于节点上的、和来计算得到的LCP数组。最后，我们可将各计算节点上的部分LCP数组前后相连得到全局解。

引理**4**. 已知T的后缀数组，可使用时间和单个计算节点上的磁盘空间以极大概率正确计算T的K阶LCP数组。

证明: 算法使用收发缓冲区在计算节点间模拟外存基数排序，在整个循环中用于传输数据的时空开销为O(elogK)。这是因为每个节点在每轮循环中发送和接收O(e)个子项。

# 实验结果

我们在一个实际数据集（http://download.wikimedia.org/enwiki）上测试算法lcpa-disk和lcpa-disk-m的性能。实验环境是一台配备有英特尔i5处理器、4GB内存和500GB硬盘的笔记本电脑。

我们使用STXXL[16]来实现程序中的外存排序过程。STXXL是一个旨在实现外存高效计算的C++STL库，最新版本可从http://stxxl.sourceforge.net上免费获取。借助STXXL提供的性能强大的优先权队列， lcpa-disk和lcp-disk-m算法的C++代码分别只有400和600行。

表1中的每个实验结果取自两次测试的平均值，其中的磁盘峰值和运行时间统计自stxxl::block\_manager和time命令。如表示所示，lcpa-disk-m的运行时间远快于lcpa-disk，其中两者的while循环次数分别是7和13。我们同时发现，随着测试集规模从200MB增加到2GB，每个字符在每轮循环的处理时间也从1.99增长到4.18。导致该非线性现象的部分原因在与STXXL采用非线性的外存排序算法来实现优先权队列，可采用本文所述的基数排序算法来实现线性增长。

文献[11]中的实验表明，eSAIS和LCPscan算法的磁盘工作空间分别为65n和21n，而lcpa-disk-m在测试集为2GB的下的磁盘工作空间为61n。这表明lcpa-disk-m在空间需求上的表现不及现有最佳算法。然而，本算法的优势在于实现简单且能够较好地扩展到并行和分布模型上，各节点的通信开销均衡且为O(n/d)。

# 总结

我们在本文中提出了一个实用的K阶LCPA构造方法，该方法适用于内存和外存模型。当使用STXXL来实现外存排序时，算法lcpa-disk-m的C++代码少于600行。我们展示了如何将所述方法直接扩展到由d个计算节点构成的经典分布模型上。一个由局域网内连而成多节点分布系统在实际中并不少见，但目前缺乏可在该分布系统上运行的可扩展LCPA构造算法，我们的工作有效填补了这一空白。作为后续工作，我们将尝试在该分布系统上实现所述方法并通过GPU来提升个模型上的算法性能。
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