Christopher Morgan

CS470: AI

Sep 25, 2013

Part 1

1. **Suppose *f*(*x*) = − 3(*x* − 2)2. At what value of *x* does *f*(*x*) take its maximum value?**

Derivative = -6(x-2) \* (1)  
0 = -6(x-2)  
0 = x – 2  
**2 = x**

1. **Suppose that we use gradient ascent (from page 131 and 132 of the book) to find the maximum of the function from problem 1. Let α = 0.1 and suppose that our first guess of the maximum is *x* = 0. What is our guess after one iteration of applying the equation at the top of page 132? What is our guess after two iterations of applying the algorithm?** (Hint: be careful that you carefully plug your answer from the first iteration into the update for the second iteration.)
2. Compute the gradient of *f*(*x*,*y*) = 3*x*2*y*3 − *x*2 + 5*y*2 by computing the partial derivatives ![\frac{\partial f}{\partial x} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAArEAYAAAA74jTCAAAABmJLR0T///////8JWPfcAAAACXBIWXMAAAB4AAAAeACd9VpgAAAACXZwQWcAAAAcAAAAKwAXtoKAAAACW0lEQVRo3u1Z7a2DMAxkBVboCqzACl2BFbpCV2CFrsAKrNAVOsLjSY1OlhND7CR8VfAnen2Q5GLfJTlXf9+nqqyte+531z6frn08XHu7pfZbujUCqmvXvl4AKP+/713bddkT/D5NwxeS2sIA0XHT6N4fBte2bR5A9ONnzDQVBvj5IIK697tO+/5y5AgIB0oZVAggOKaNYNtiYdIAYrxxXJ2DaRMEwHgqyd+Dy/YMyBSZkOx8QkgtREDBFbYg6A+UAAfxu168jFzAQPPbgAx4GNIiOE3ZIqUDhpXUcg8igO/icj4nLrn7qlKe+z7tAIAJxhdGVl87d6MAsWJ8goacZymamprp3ysBkvpZU4Snpp07vqisHsG0ldentNzP+13sqLc8EM6c85HgnMHK13UaMGxDdu4mAozte/Z9aa2DweYnmTxxST+57A7QP+nIlMjPiJ0BgqvjyKlAf58cIETJ53K+qByWg7tbFhfAC+BBAHKVO1sbitSVohfAXwW47DiX37A3AyibSnQh9k8qJ6tNwGvROtv6GsJBAOK0H3equTNgd7Z3jmC8JiD7m9tzc6PbQ76Bu7PI+CqKSPsGbghQ/h5UwPe+Wuvrj0YzCBfS+Y7lCYUeC69d0AWXezM4gtF4fB5x39QIjCwG282dJsL7DfuTfVl/AQxlPF0qptb3woXh6hpaE6s727IBa61NIEJwuPUey+rOtqx+qbUJ+wRLq64ygvGBeOTsDrdflYqVtgsBBJnnI8E5RfKu4yalPpf/OdWFOhev8BJQuQ3lXpvC/i1keZ+1G8I/fx/8B2mXzclIf62cAAAAIXRFWHRwczpIaVJlc0JvdW5kaW5nQm94ADE3eDI2KzI5Nys2Mjgyu5xJAAAAJXRFWHRwczpMZXZlbABBZG9iZUZvbnQtMS4xOiBDTU1JMTIgMS4xMDAguu1fFgAAAGB0RVh0cHM6U3BvdENvbG9yLTAAL3Zhci93d3cvaHRtbC9jczQ3MGZhbGwyMDExL2ltYWdlcy90bXAvMjA5MTFfM2Y5OGQyMmY2Mzg3YjFmZWFhZmZmNDRiYWZkYWU3NjMuZHZp1CVMSwAAABF0RVh0cHM6U3BvdENvbG9yLTEALWaDQiqXAAAAAElFTkSuQmCC) and ![\frac{\partial f}{\partial y} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAAwEAYAAABS88aaAAAABmJLR0T///////8JWPfcAAAACXBIWXMAAAB4AAAAeACd9VpgAAAACXZwQWcAAAAcAAAAMAC+gEkaAAACeUlEQVRo3u1a69GCMBC0BVqwBVqgBVugBVuwBVqwBVqgBVqwBPlmZHYydyTeI+HhN/DnRoWQvcfmsvHy/lyXi9XO1+0228djtvf7bK9X77ilrRFQVc32+QTA+O9dN9u2zZ7g56pr6shgCwPEwHWtu7/vZ9s0eQAxDs+YaSoM8PVCBHX3t632/u+RC0Ao0JBBhQCixrQRbBo4xgcQ7xuG1WvQN0EAlFMp/jxq2Z4BmSSzLHY6IaQWIqCoFeIQjIeSQA3iez15GWsBL0ovA3HAfe+L4DRlk5QOGDyprT2QAJ6T6TxFLrnrqpKeu87XAGCCsmPi7GuvXREgPEYnaMh5kqLe1PQ/rwQY2M+aIjQ17bXDSWX1CPo8r0/p+DjjWKzV+/4i9JzpSNCageerygcMy5C9dp0ApXXPvi6t1Rhs3snkkYu/c9kdIO904iWRnxE7A0StDgMthfD5xwGClHgt55PKYWtwd8niBHgCPAhAynK/ZpckdaboCfC/Azy6hO8ExHcZYTtF95PlJPyNASJCcs9YSsLfGOB2Ev7OEVxfwj88i661U9+YZLgNnUVKwpfG0WlFYcNc6GyCS/hLkqETD8Ix1zkpINwfRCedpF/g+IwCg5wnr2/xQ5SwsY2fEKcF37heq2BxG81bJfxwEkuB8XUTkUsLxnQ8/XmhMEEu4cspQZ+HxpKW4OkyMo6lFW81+9lSkztGEo7hCIlcHI7WTtQWObCcnNKSI7y1Z6xBrYTPlwltKwfyWkaGvj+dwpkAtUfX9qaaRogfVQdS8R7qHH8/J0T4sABpZJZNOGXXA/6NxAYwNO3xxsKveO8MkCsB3OafUZyazK/bP6ylpcxcHcNwAAAAIXRFWHRwczpIaVJlc0JvdW5kaW5nQm94ADE3eDI5KzI5Nys2MjWTsy8lAAAAJXRFWHRwczpMZXZlbABBZG9iZUZvbnQtMS4xOiBDTU1JMTIgMS4xMDAguu1fFgAAAGB0RVh0cHM6U3BvdENvbG9yLTAAL3Zhci93d3cvaHRtbC9jczQ3MGZhbGwyMDExL2ltYWdlcy90bXAvMjExNDlfNWJmZWYxMWMxNzE3YmI2ZjZjYjU3YzI1NTdjN2ZjNzEuZHZp43bZyQAAABF0RVh0cHM6U3BvdENvbG9yLTEALWaDQiqXAAAAAElFTkSuQmCC). (See [this link](http://en.wikipedia.org/wiki/Partial_derivative) for hints.)
3. Suppose that we use gradient ascent (from page 131 and 132 of the book) to find the maximum of *f*(*x*,*y*) = − (*x* − 3)2 − 5*y*2 + 2*xy*. Let α = 0.05 and suppose that our first guess of the maximum is *x* = 0,*y* = 1. What is our guess after one iteration of applying the equation at the top of page 132? What is our guess after two iterations of applying the algorithm? (Hint: Notice that this equation is different from the one in the previous problem.)

Part 2

The attached [Local Search MATLAB code](https://facwiki.cs.byu.edu/cs470fall2011/index.php/Local_Search_MATLAB_code) has you play with various local search algorithms: hill-climbing, random restart hill-climbing, and beam-forming. The code is organized as follows:

* hill climbing on a surface with one bump
* hill climbing on a surface with more than one bump
* random restart hill climbing on a surface with more than one bump
* local beam search on a surface with more than one bump

Run the code so that you learn how hill-climbing, random restart hill-climbing, and local beam search differ. Then, answer the following questions:

1. What is the probability that hill climbing will reach the maximum point on a surface with more than one bump? How does this probability depend on the footprint of the hill?
2. When would you perform random restart hill-climbing rather than hill-climbing? How would you know which to run?
3. What would happen if you changed the beam search algorithm so that it took the 10 best solutions instead of the 7 best? Why?

Don't include all of the plots generated from the MATLAB code, but if a print-out helps you answer the above questions then include the print-out with your homework.