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專案描述：我們的專案為在建立一個法律文件的信息檢索系統，特別針對從大量反壟斷法案件中識別涉及「進入壁壘」的案件。我們計劃分析來自 LexisNexis 的 9,305 個案件，這些案件已按法院類型、地區、年份、律師、法官和意見進行了分類。目標是找出與「進入壁壘」相關的特定段落，並構建一個知識圖譜，突出相關的概念和實體。 為了實現這一目標，我們將使用自然語言處理（NLP）技術，包括微調大型語言模型（LLM），以對案件中的段落進行分類並理解其上下文。我們還計劃利用法律教科書和引用的論文來提高模型的準確性。擬議的解決方案將結合提示工程、知識圖譜創建和監督學習來檢測相關概念，為法律研究人員和專業人士提供一個有價值的工具。

主要參考資料： [LexisNexis案件資料庫](https://www.lexisnexis.com/en-us/gateway.page)（盧憶老師提供）

自然語言處理工具：[HuggingFace Transformers](https://huggingface.co/docs/transformers/index)

微調和提示工程：[OpenAI](https://platform.openai.com/docs/guides/fine-tuning)

法律教科書：[Antitrust Law](../../Dropbox/碩論/antitrust_law.pdf)

知識圖譜框架：[Neo4j](https://neo4j.com/) 和 [RDFLib](https://rdflib.readthedocs.io/en/stable/) 用於圖譜構建
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