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# Motivation und Problemstellung

Vernetzte Rechnersysteme haben sich in letzter Zeit rasch entwickelt, dazu zählen auch die Verteilten Systeme, welche sich aus verschiedenen unabhängigen Bestandteilen zusammensetzen um ein Vollständiges System zu bilden.[1]

In dieser Arbeit soll der Umbau eines Vorhandenen nachrichtenbasierten Java Programms in ein Verteiltes System realisiert werden. Dabei gilt es im Rahmen der Aufgabenstellung, neue und bereits erlernte Technologien zu nutzen um eine Verteilte Anwendung mit dem Fokus auf Skalierbarkeit, Transaktionssicherheit und Performance zu entwickeln.

Im Zuge einer Umsetzung ergeben sich eine Reihe von Komplikationen aufgrund der gestiegenen Anforderungen, welche auf die Integration bzw. Kopplung von Wildfly und MariaDB der Chatanwendung zurückzuführen sind. Diese Erweiterung soll es ermöglichen die Anwendung, über die Rechnerumgebung hinaus, betreiben zu können.

# Einführung

## Transaktionen in verteilten Systemen

Eine Transaktion ist eine zusammengefasste Abfolge von Ereignissen, die alle erfolgreich ausgeführt werden müssen, um ein Ergebnis zu erzielen.[2] Verteilte Transaktionen zeichnen sich im Wesentlichen dadurch aus, dass sie ihrer Ausführung eine Koordination zwischen mehreren Knoten erforderlich ist.[1]

### Eigenschaften

Um die Erfüllung des Zwecks einer Transaktion sicherzustellen, müssen Transaktionssysteme, die für die Verarbeitung von Transaktionen eingesetzt werden, die Einhaltung der ACID-Prinzipien gewährleisten. Zu diesen Prinzipien zählen die Unteilbarkeit (Atomicity), Konsistenz (Consistency), Isolation (Isolation) und Dauerhaftigkeit (Durability).[3] Wichtig für das Verständnis von Transaktionen sind zudem die Phasen, die während der Verarbeitung einer Transaktion eintreten können.

Eine Transaktion wird mit “begin” gestartet, werden die nachfolgenden Aktionen, die durch die Transaktion zusamengefasst werden korrekt ausgeführt, so erfolgt ein “commit”, der zum Festschreiben der erzielten Ergebnisse auf allen Knoten führt.[1]

Um eine Transaktion im Transaktionssystem eindeutig identifizieren zu können, sind bestimmte Informationen notwendig. Diese werden zusammenfassend als Transaktionskontext bezeichnet.(Quelle Mandl ->)

### Herausforderungen

Die Abwicklung verteilter Transaktionen bringt verschiedene Herausforderungen mit sich.

So müssen die verschiedenen Knoten, auf denen Aktionen ausgeführt werden, miteinander koordiniert werden. Für diesen Zweck werden so genannten Koordinationsprotokolle eingesetzt. Ein bekanntes Beispiel ist das Two-Phase-Commit-Protokoll. Wesentlich sind außerdem Logging-Mechanismen, die im Bedarfsfall die notwendigen Informationen für einen Rollback bereitstellen.

Eine weitere Herausforderung stellt der nebenläufige Zugriff auf verteilte Objekte dar. Der Zugriff muss dabei so erfolgen, als würde das Objekt zu diesem Zeitpunkt nur durch einen Akteur bearbeitet werden und ist anschließend zu synchronisieren um Fehlersituationen wie lost-update oder dirty-read zu verhindern.

## Message-Service-Architektur

### Kriterien für die Anwendung, Vorteile und Herausforderungen

Erzeuger (Sender) von Nachrichten benötigt für die weitere Verarbeitung keine synchrone Antwort (fire-and-forget).

Integrationsszenarien: Es müssen mehrere unterschiedliche Systeme zusammenarbeiten.

Sender erzeugt Nachrichten erheblich schneller, als sie von Empfängern verarbeitet werden können. Eine Message-Queue als Puffer kann hier ausgleichen.

Vorteile

Sender und Empfänger von Nachrichten können in völlig unterschiedliche Technologien und Programmiersprachen erstellt werden.

Message-Queues, insbesondere solche mit zuverlässiger Zustellung (reliable messaging), können die Verfügbarkeit und Rubstheit von Systemen erheblich steigern. Aus diesem Grund werden MQ-Systeme insbesondere im Bereich Finanz- und Kontodaten häufig eingesetzt.

Nachteile

Message-Queues (ob kommerziell oder Open-Source) sind in sich komplexe Systeme mit teilweise hohem Einführungs- und Administrationsaufwand.

Asynchrone und nachrichtenbasierte Programmierung ist signifikant aufwendiger als einfacher call-and-return- Stil. Fehlversuche in asynchronen Systemen kann aufwendig sein.

[QUELLE:ZOTERO: Effektive Softwarearchitekturen]

### Java Messaging Service (JMS)

JMS ist eine API, die als Bestandteil von Java EE Interfaces definiert, welche die Interaktion von Java-Anwendungen mit einer Message Oriented Middleware (MOM) ermöglichen. Vom Grundsatz her stellt die Message Oriented Middleware eher ein prozessorientierter Client/Server-Modell dar und bietet damit nicht das gleiche Abstraktionsniveau wie bei objektorientierten Konzepten.[1]

#### JMS-Destinations

JMS bietet zur Übermittlung von Nachrichten zwei JMS-Destinations an, Queue und Topic. Die Queue dient der asynchronen Point-to-Point Kommunikation. Nachrichten werden i.d.R. nach dem FIFO-Prinzip vom Sender in der Queue abgelegt und vom Empfänger dort abgeholt. Topics werden hingegen eingesetzt, wenn die Nachricht im Rahmen eines Publish-Subscribe-Verfahren an mehrere Empfänger versendet werden soll.

#### JMS-Provider

Für den Einsatz von JMS wird ein JMS-Provider benötigt, der die genannten JMS-Destinations verwaltet. Als Beispiel für einen JMS-Provider kann HornetQ (ehemals JBoss Messaging) angeführt werden.

# Konzeption der verteilten Chatanwendung

Ausgehend von der zu Beginn bereitgestellten Chatanwendung, gilt es eine, für ein verteiltes System optimierte Anwendung zu erstellen. Durch diese Änderung der Anforderungen, war die bisherige monolithische Struktur der Chatanwendung weitestgehend ungeeignet. Dies war nicht nur der Tatsache geschuldet, dass die vorhandenen Komponenten Server, Client und Benchmarkclient in einer einzigen Applikation abgebildet wurden. Die Komponenten waren zum Teil durch sehr viele Abhängigkeiten an unterschiedlichen Stellen miteinander gekoppelt. Außerdem wurden einzelne SOLID-Prinzipien verletzt, womit zunächst ein grundlegendes Refactoring durchgeführt und im Zuge dessen die Architektur neu überdacht werden musste. Im nachfolgenden ist daher ein technisches Konzept für die veränderte Umgebung und die grundlegende Architektur für die beiliegende Chatanwendung beschrieben.

Zunächst gilt es allerdings die neuen, zum Ziel gesetzten fachlichen Anforderungen noch einmal zusammenzufassen.

## Struktur des Anwendungsszenarios

Die verteilte Chatanwendung muss mehreren Anwendern die Möglichkeit bieten, Nachrichten an eine Gruppe angemeldeter Benutzer zu versenden und Nachrichten anderer Benutzer zu empfangen. Demnach sind zusätzlich zum Senden und Empfangen von Nachrichten ein Login und Logout zu implementieren.

Dabei soll die Performance der Chatanwendung mithilfe eines Benchmarking-Clients unter Berücksichtigung verschiedener Metriken überwacht werden können.

Über die reine Chat-Funktionalität hinaus sollen verschiedene Informationen bezüglich der versendeten Nachrichten in zwei Datenbanken persistiert werden. Sollte das Persistieren nicht vollständig erfolgen ist ein Rollback durchzuführen.

Auf die in der Datenbank persistierten Daten soll unter Verwendung einer Administrations-Oberfläche zugegriffen werden können.

## Architektur aus der Komponentensicht

Ausgehend von den Anwendungsszenarien wurde die Architektur der Chatanwendung überdacht und neu entwickelt. Hierfür sind im Anhang XXX entsprechende Komponentendiagramme der anfänglichen und der, im Zuge dieser Arbeit, neu entwickelten Anwendung gegenübergestellt. Diese sollen den groben Aufbau und die Veränderungen aufzeigen. Grundsätzlich ist das alte Projekt als eine standardmäßige Java-Anwendung zu sehen, während die Weiterentwicklung auf Apache Maven Projekte aufbaut. Jede Komponente aus Abbildung XXX stellt hierbei ein eigenes Maven-Projekt dar, das Abhängigkeiten zu anderen Projekten besitzt. Diese Abhängigkeiten sind differenziert zu betrachten und werden in den nachfolgenden Komponentenbeschreibungen noch einmal genauer betrachtet.

Mittels des Einsatzes eines Dependency- und Buildmanagement-Tools wie Apache Maven, bringt die neue Chatanwendung viele Vorteile mit sich. Hierzu zählt neben einem vereinfachten und redundanzfreien Verwalten der Abhängigkeiten zu bestimmten Bibliotheken, auch das automatisierte Bauen und Testen der Anwendung. Eine Aufwandsverringerung wurde vor allem mittels des automatisierten Deployments durch Apache Maven bei jedem Build auf den Wildfly erreicht.[[2]](#footnote-2)

*An dieser Stelle sei festgehalten, dass eine grobe Verteilung sowie entsprechende Sequenzdiagramme bereits durch das Anforderungsdokument gegeben sind und damit nachfolgend lediglich bei einer Abweichung dieser spezifizierten Logik entsprechende Diagramme für die Beschreibung zum Einsatz kommen.*

### Server

### Client und Konnektoren

### Benchmarking-Client

## Datenmodell

## Fehlertolerante Transaktionsverarbeitung für REST-Clients

# Implementierung

## Umsetzung der Basisarchitektur

…

Bevor jedoch auf Implementierungsdetails eingegangen wird, sind zunächst das verwendete Zielsystem und entsprechende Entwurfsentscheidungen festgehalten.

### Das Zielsystem und dessen Vorzüge

Die Ursprüngliche Anforderung an die Chatapplikation definierte den Wildfly 8.2 als Zielsystem. Unter Absprache wurde jedoch im Nachgang der Umstieg auf eine aktuellere Version des Wildflys in Betracht gezogen und letztendlich umgesetzt. Für einen Umstieg auf die aktuellste Version 10.1.0 gelten vor allem die nachfolgend zusammengefassten Vorzüge:

* Performancesteigerung durch den Support des aktuelleren Protokoll HTTP/2.[[3]](#footnote-3)
* Einfacheres Mangement der Wildfly-Konfiguration, bspw. durch die Bereitstellung vordefinierter Datenbankkonfigurationen.
* Das in Wildfly 8 für die Umsetzung von JMS standardmäßig genutzte Projekt HornetQ wurde eingestellt. Die Codebasis ist an Apache übergeben worden und in dem neuen Projekt ActiveMQ Artemis aufgegangen. [QUELLE?]
* Die Sicherheit ist in Wildfly 8.2 nicht mehr gewährleistet, da Sicherheitsupdates für Wildfly 9 und 10, jedoch nicht mehr für 8 veröffentlicht wurden.
* Der Wildfly 10 ist zukunftssicherer, da das kommende Java 9 bereits voll unterstützt wird.
* Es wird die aktuellste Version 5 des ORM-Frameworks Hibernate unterstützt. Dies führt zu einer verbesserten Nutzung und möglichen Performancegewinnen.[[4]](#footnote-4)

[QUELLE Doku/Changelog WF9+10]

Es wurde außerdem erreicht, dass die Chatapplikation einen Großteil der Konfiguration während des Deployments selbst übernimmt, wodurch ein entsprechender Aufwand bei dem initialen Aufsetzen des Wildflys zum Teil entfällt. Konfigurative Änderungen können somit in der Applikation selbst mittels einfachem XML vorgenommen werden. Dies umfasst unter anderem die nicht triviale Konfiguration der XA-Datasources, um die man sich nicht weiter zu kümmern braucht.

### Ablösung des TCP-Websocket durch JMS

(„The number of MDB threads is equal to 16 (this is the default value)) Es wird automatisch ein Threadpool mit 16 Threads erzeugt, die durch EJB bzw. den Message Driven Beans verwaltet werden [4]. Dies bezüglich sind keine weiteren Anforderungen an die Chatanwendung gegeben, weshalb keine weiteren Konfigurationsarbeiten an dem Pool vorgenommen wurden.

### Umsetzung der REST-APIs

* JAX-RS / Jersey

### Anbindung der Datenbankinstanzen

### Umsetzung der Clients mit neuer UI

Aufgrund der neuen Anforderungen an die Chatapplikation und die neue Architektur, wurden der Chatclient und der Benchmarkingclient von Grund auf neue geschrieben. Hierfür wurde sehr viel alter Code beseitigt und stark modifiziert, um die Clients schlanker und moderner zu machen. Hierfür wurden ebenfalls die JavaFX-Masken komplett neu implementiert, um eine erhöhte Userexperience durch moderne Masken zu erreichen. Diese sind in Anhang XXX dargestellt. Vor allem der Benchmarkingclient profitiert von dieser Maßnahme, da die alte Maske noch komplett mittels Code erzeugt wurde. Die neu entwickelte Maske ist ebenfalls durch das Konzept der *fxml[[5]](#footnote-5)* entkoppelt bietet viele neue Funktionalitäten. Diese umfassen unter anderem die Live-Berechnung und Ausgabe verschiedener Kenngrößen bereits während des Benchmarkings sowie das ebenfalls Live-Aufbereiten von vordefinierten Diagrammen, um ein entsprechendes Ergebnis direkt zu visualisieren. Diese sind ebenfalls Beispielhaft in Anhang XXX beigefügt.

## Umsetzung einer gemäß XA verteilten Transaktion

X/OpenXA (XA) ist ein Standard für die Verarbeitung von verteilten Transaktionen. Wesentliches Element dieses Standards ist das Zwei-Phasen-Commit-Protokoll welches der Koordination der verschiedenen Knoten dient.

* EJB

Die Enterprise-Java-Beans-Spezifikation (EJB) ist Bestandteil von JEE und unterstützt die Umssetzung verteilter Komponentensysteme. Für die Implementierung verteilter Transaktionen mit EJB wird ein Transaktionsmanager benötigt.

Je nachdem woher der Aufruf der Transaktionsmethoden (begin, commit, etc.) kommt, unterscheidet man client-managed, container-managed und bean-managed.

-XA Datasources

## Umsetzung eines Admin-Clients

### Angular2 als Entwurfsentscheidung

# Benchmarking

## Testaufbau und Rahmenbedingung
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