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# Problem 4 (Total: 18 Points - 3 points each)

library(ISLR)  
library(psych)  
library(tidyverse)  
data("Auto")

1. Which of the predictors are quantitative, and which are qualitative?

Auto <- na.omit(Auto)  
str(Auto)

## 'data.frame': 392 obs. of 9 variables:  
## $ mpg : num 18 15 18 16 17 15 14 14 14 15 ...  
## $ cylinders : num 8 8 8 8 8 8 8 8 8 8 ...  
## $ displacement: num 307 350 318 304 302 429 454 440 455 390 ...  
## $ horsepower : num 130 165 150 150 140 198 220 215 225 190 ...  
## $ weight : num 3504 3693 3436 3433 3449 ...  
## $ acceleration: num 12 11.5 11 12 10.5 10 9 8.5 10 8.5 ...  
## $ year : num 70 70 70 70 70 70 70 70 70 70 ...  
## $ origin : num 1 1 1 1 1 1 1 1 1 1 ...  
## $ name : Factor w/ 304 levels "amc ambassador brougham",..: 49 36 231 14 161 141 54 223 241 2 ...

table(Auto$origin)

##   
## 1 2 3   
## 245 68 79

It seems that origin and name are qualitative, and the rest are quantitative predictors.

1. What is the range of each quantitative predictor? You can answer this using the range() function.

range(Auto[,1])

## [1] 9.0 46.6

range(Auto[,2])

## [1] 3 8

range(Auto[,3])

## [1] 68 455

range(Auto[,4])

## [1] 46 230

range(Auto[,5])

## [1] 1613 5140

range(Auto[,6])

## [1] 8.0 24.8

range(Auto[,7])

## [1] 70 82

1. What is the mean and standard deviation of each quantitative predictor?

describe(Auto[,1:7])[,3:4]

## mean sd  
## mpg 23.45 7.81  
## cylinders 5.47 1.71  
## displacement 194.41 104.64  
## horsepower 104.47 38.49  
## weight 2977.58 849.40  
## acceleration 15.54 2.76  
## year 75.98 3.68

1. Now remove the 20th through 80th observations. What is the range, mean, and standard deviation of each predictor in the subset of the data that remains?

Auto2 <- Auto[-c(20:80),]  
describe(Auto2[,1:7])[,3:4]

## mean sd  
## mpg 24.22 7.82  
## cylinders 5.40 1.67  
## displacement 189.44 101.76  
## horsepower 101.86 36.60  
## weight 2935.02 805.48  
## acceleration 15.61 2.76  
## year 76.85 3.32

1. Using the full data set, investigate the predictors graphically, using scatterplots or other tools of your choice. Create some plots highlighting the relationships among the predictors. Comment on your findings.

vars\_list <- as.list(colnames(select(Auto,-name)))  
  
par(mfrow=c(3,3))  
for(i in vars\_list){hist(select(Auto,-name)[,i],xlab=i,main="")}
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plot(Auto[,1:7])

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAA21BMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6OmY6OpA6ZmY6ZpA6ZrY6kLY6kNtmAABmADpmAGZmOjpmOmZmOpBmZjpmZmZmZpBmZrZmkLZmkNtmtrZmtv+QOgCQOjqQOmaQZjqQZmaQZpCQkDqQkGaQtpCQtraQttuQ27aQ29uQ2/+2ZgC2Zjq2Zma2kDq2kGa2tma2tpC2tra225C22/+2/7a2///bkDrbkGbbtmbbtpDbtrbbttvb25Db29vb2//b/9vb////tmb/25D/29v//7b//9v////4mQVHAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAgAElEQVR4nO1dC4MUNbaOrqDAuINeVkQuIsO6y7UBB+/i9ICKzrTT+f+/aKu6XnmcV1LpVzyfztBVlS/n8VUe1Z3OGKuoGmbfDii2CxW4cqjAlUMFrhwqcOVQgSuHClw5VODKoQJXDhW4cqjAlUMFrhwqcOVQgSuHClw5VODKoQJXDhW4cqjAlUMFrhwqcOVQgSuHClw5VODKoQJXDhW4cqjAlUMFrhwqcOVQgSuHClw5VODKoQJXjh0L/NKYJ/7hxxfT4dI0OC1mqan62rfXYf2tMbdsfw0skYObLy/i2jxTe8FuBb6+1eWhx/rpIiyx+uwiPJWFruqbLxZAhctbTeKfdNfgEhm4ud/cT1FtrqkCRjKw8y7aFRiI+mWhO72renX3CriJWixPu2t4iTSsv/u5CQysbTA130gOdi3w0u2rrv92u+3AHDSpKGOnq7rpMeBbprnNumtoiWS0dy5U22iqhJF07H6S5Ub655VdeoG/LDQC91VjmW36TLsjgSdTJYykY/cCL0/xQ7f/LmEJ6RtXny6G7rtc73kDdtGOqRJG0rHzSZZ7K7eHXgsu1kP3VcOzm+5U4UnWRuCoNtdUCSPp2P1j0il+uJGlqCXw+eRl9zS2i8ckz9ReoG90VA4VuHKowJVDBa4cKnDlUIErhwpcOVTgyrFzgY3/r6FPFzLmvYReFQJoDz29E6jAJaECq8ClTXJQgUtCBVaBS5vkoAKXhAqsApc2ySHfoBFDWWVZdvO5c4OPBKtEZgicVXBooYDTFAuMUsayPC/wsKV0Pyms4MD4L7oKDcXyK99Y7wOICq6/3awfkCyAqVtgmVKRwGbKrJzlH/QCDT+m88YaocBmrAUUuF+7JlnCVrnAIqW2IPAgpdOJpAncN3emBQsWeh2IwLF6nMCw3tgIl+ThSBp7VwkLsTxKPAiGs4ILxq0nuL66fVxjsAmLIVKRDJTF9tLoxAc3FLGCa7G+/a2S0IIBUFEgNaVTUpmUwL3PUoGnCEUCuzzKXVTgXpVEgUlh4tlYLJtMWdlS6/0K7E1EKFYUaarA5M2PC9xrLI4LqsCfyEezsTgQQN9wknW/O/vxoY/BY3SxAFSrghmArZCH6EwKjN4boMDDLYFWQQs83VNBPYHt1e3T42rBcQz4uJjZFod5bRrLoHcFHNc42mIKRwKPF7F7A77Hlh/9cAQCp4/B+aOpyRMYyS8aF/7uFMwaLxnnWOLA+lvJJLqYwB/ar/O1/9h1+O4KJbAFD2MWm22eNdxS6SzEJhoXqTAoMFRYHDONMszlyfmdfz+4WJ78dPLu0Xnw+J0hcBgSlW2/IoKFZ0oicExNFHh43wWxZd3++eAeky4XN4+aX5cL++rOxfo7ucC9z4HzUUsjwgwmKQQLTxArMPAIS4zBiDTAe1JY4RLKQl5mMyeBXz9kBPYURSZZsYpxuEOJ8gIjLT8a/GGB6UZ85AIv75z9ffXgK6aLdhTNFXhMV1iWb4tcKEQjDMcG6IDV6TgF7tG0YPv+7fr5FV6wd3aI1j90C0m6zbhskfmwVB34APGVG4OnfIjdFqEo8/3bZhJ99vVboqCvqPEP3ULiO92zEA8HkmQJZ7b5AjsVHHULFhQcJJkSNldgr2zA4h5KQRZjkWKxj0l/AYHzxmAmc2P5JNZkLXJXku+IxVCmkP1AaTuwz3LstwVjj0lhLGwixnTEhhlGPLPtftE0f2DgCQMHEpjp1OOOPQl7Ftg5W0DgkMVSLcqStMcED6fiWXFFyT7gRXfGeP+OZzmBrTX0zW5iVvdLksDIXWO42yNVKiQbLMkA77Ec/qK7sIifZSTp/SVLJSZi9VMbWKLhN+EhLxlXzC+dLDDk1OEvuovKUA0aYomS7lQtyyNgS8qCrrNSxcWc4q4FpAUf7qI7hsEk3SsnlgomsKzuOiQeX3M8GaNbsI3dgZ06+EV3DEMscJQjlhVQpLaMSwV0iGfs0zNgVJFfK+h7FClbBGOmUwKbPJRVlpUmUzZTcRRQgY8RO1lVqdgj2m3GZVCBjxPXnwh31laBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHCpw5dAPG46PlSZTBgXxAFhaEpso9SGjs4bHW8sDsboP5WK/raFYZLRiqWz/nZfxc8PQljHT/+Dxptg+Pk1SgSXF6hE4jhk0UWyZgCTpTll29Sxqa57AY8GhvGRFR0zci8BZBZU1n5UEFfj4WEmYMcnKMqGs+awkaAs+PlYSVODjYyVBwFx9urgGlv/0k0Jk1uh04QUTgc9icRYxo2U8pOfNEg8BKjSLHl9FzlKxysAzuz90H38PZkhV6NLw5Oc9hibYI1hh8BIWkGkDFowOKJlQD9FbHstGd218gT0Xw0kSgGfefHmx+tz9Howb7CyBN7u2bBDu+oCwVOB0CJivFu2uiK3IMTNP4PXvm9edvO3eaX88v9qcu7J//o6yVOAcCJjrb1sXo1V8+WPw9cmbR68XN4/aFrw8edPunXb3XXNuee/F5f++eoywYmtcODoGh/aymWZ4a9g9Bk20B6+bzn71+PpJK/DlYv387GL9/Nk3///04cJenry4Qlg2vnVop5wWnMxyI8OMEqyBGryQsBy7ZvqK254F7lIwnfP7QEDg9a+trK7AZz98+OV8Yf/8493nCKv/PCPqX/FwuqKb/xJZ0wFhlJFq5DDZwDzyBpOdChz3GokCrx48e2yXp3YQ+LcH399tfj6/bFvwM6yLVoGzsI8WvMEl890LFfiABE4cg1u8f5zimOkrxYZDhmWSWdORjsH0R6HhDFBsL2hIcG1yFsllWAgRjistG+E19JiMmsJ8JhtQYYHJGjip8lgwEYwrORvIc+8un4Mjih+zCuwe1CDw3JAyHFOBqaBJ6BjMsxDiX2UMTiuorPmsJAiY1+ajf93GPg+2lr3LCrXgDJZLp6oAWIKmg8VF0yBWaGk6GF5tU+D28+DbT5DPgzc+dH6gA0WZO12mMDwujk+VYtaw2JpyGIlr+jhNyuqjM+5Z47/apsA3X27+zAb8ebBVgcODoxO43xfx5h9hCxZDWWVZSRAwV58umoFY9HfUFAeH/FtDcRRQgSuHClw5VODKoQJXDhW4cqjAlUMFrhwqcOVQgSvHjDc5D/4921pZaTLNYAptp3+aFCdC7lQCq3eftmW8U5RUsnzEAlsBcS8CS++uDIGzWKm2zPihYIrA0+eIsMDc55qRLferhTJWEg5T4G22YKetmaEboljDZbetQS046G9lHoYU9zcfigRFxuAEE3sX2FjH9X4tkOy2iOCzjFsr7jIo8NhX275FQ/1IHv6qAruNWMQyURtFW3CiwM4SGVxgUaZZe2lML9bhhzOxN4EhgczQ8bK2Ii4scLi+F8iKdBY9dtSxh0koI/B400HVHYTAfdsAJGYmWY5HtMDAdSgr5Bjc01zy1KjzUKgFH6fAFlotCIaAyeew5gsMGTkYgc0xCAxnkBMYyTz4wAPUbjiBmY7aHojAxzgGu5NX1BasAGQLlogKhZJ2NLO/MTicUkhM7E1gv4FtjNhhultC4EFLphzcgu009Q6PExMQYQ4TCNp1HTSB2PPZcW3n46JdcuuHNWgLlMcOLZjxEGldIAvrbd0IU8dgvxgRO4JyXbRXl5sAgcCB87HAV7bbIu1DK/D6Q7eX2ro78+fV+PIasEWmjfWQSLzMlsMAWCKB99VFhx4WFDhinS/aLdKWJz+dnC+uP//ppN03rd1PbXlyfuffDy66l29OfgRale+i15pAp6KuhIpRxurDA2+LwS/8tgiSk4iCAmMSFRL45MVV03pfPVysfzm/e3Zh7avN3mk3j5pG3b1cP3/HCGzg5znsAEi4QGBIL5spMGA2ESUF9q4mjcEhPartfNFukdYI/Pr7xasXf7R7p/36erN32kbg7qVE4OF8psAmj2WYMZhowUBukzCXiYaPmIinMGMtFKttwc8eL++c/f1ycfnN2Z3/PHj2eLXZO20jcPcSFBi4B6UC0/pSLZigSlvw+Ahnotvdtt/ZbiH5vthsgaMmwkgVXRrHGZ7FbZ4mmfj0pyQe0vrCLEBZn5rVRYe19N/4jL6zzWUkCQaJSJY+442GQoHfvxU65R6QIhEeZgkMN16XGbEM0uIpr/sva0/f2cZRtosG/QET0RVKFFjqlHvApIr20CHF7yclCWzAvoPVFfF6aMGf7U3gcE4cHgxFpri3JDCXKswWyJMIjOdj/N9hZQpsV7fbkzsZg3mf9tqC8wQGWEIPaZGKCSxH+TEYigpmbV1gaaYCW0IeLLAgIYyHEvO7m0UzTsZPtF6fPPZ7cQjbETiPBROTW3A8AZVMryD7u5xFsy7G6bOjwICwoGOlBM5jIe8kwR5yuchswX4AO5xFC/ro6J61FuqTKcfKCIxWU6RjH+lERvIF9k3vcBbNRASNwcckMGUa8TBFqlyBdzOLznJOWfNZaTJlMxVHARW4cqjAx4ib+13HHW0BHEMFPkrcfCHdWVIFPk5cR39LEoEKXDlU4MqhAlcOFbhyqMCVQwWuHCpw5dAPG46PlSZTPnO0zdSR/sFfnAiipLuGoNhaTP8w/jR/89ovNrhixlUNAltDSU7Ev6rAxv0x4SZkWxHYmlHFyOUhH9FVypYZ1rUcrMBcFdsU2Iz7qEAdoMQW66FX6SghsBRp8KIXGLEOtGBz4C14fwI73aXTV6fZknvoaEi0YDv8QlYTQgL3FXqWCFYSMpjGB94bQSbKCuyMwcBoUVbgsKfAp0uDR3b6wWyBLRjor/fSgr0ph9REYYGD222LApsY/mVr/RYuEtj6N41jiPAwCSW66OLL58QCRxnfmsDGxGsL/euRP0NlXAs2Uy/ddc41CuzXwQo8XAYTytnK8DBqvIDA/i0ABxbZCm5OrxvICiV2PZ8pVVjSPvwrXHxO8bEJ2C0KDG6QFHtoJDkJWZHG0x5KThV7HoP3JvCOWjDcgInRlMgKOjULuV4Ne2/BVDXbEzh2wWdlrVuKPcQECFjMLQDa4oA7JUUGM7jJwliiuIqOwWaaiwQ9CCRwv6GWvdrsstVvptX9u25L9BfJmwnqnOHHJKAcEGnI8uqcumi/iv20YLARc/NGpC4vGbjArqHANiDwyZt2Q62TH++9aHfZ6jbT2uyxde/hxcvTVXfm3gvKQ4NIHAmMjdRRqFHcXp0xO44rCYXGYDN+M3KrArv3NGQ8bMHr52cX7dZatt1lq9tMy76605764ftHw/ZalIdRxl2bIQsqFD8ACKufBIZqkWMWE/UJN+Ho45+lBTbh24SRTcjWJHC7y1a3mZZ9/bA59a+Hj19/fdWfAQU2ULv17AEsrLjjYqrAYYSpmCcw0KfE3sRd2SRhXziIIQqpu2uoPIC2GoF/e/Cs3T+t3WWr3Uyr3Wlr1ZxaP10sT223vRYslUXS73QnQJC4fxhryhql854Eljw/APesHSU01tfbKRS1ezIBsK3YaXinLXlbdI2BAsNMiwksBuS2CDOZkCt00k2mwGDUQfJ4geGdtlI6W5KFj1tjREcgsGtT4tMWBbZTFZAtcUTRgSTRxDQQJEJP6hz2PAazHsYmcsdgonqPmRVbPN5T8ZC20KEEFljciKWh0LHBQLbsYccqY4Epfu/sdN09dKuWtmAinEyBpVlOE9hJiMgWG2pObCCwLXuG+5H2K3TOeE0W6aIhlizqIi1YmGSkiyZ76UMcg7Ete0QCG+gNAcsKHDrm10cEvdUWLLKVJJWgMB5rRmwgsC17pikO4yMlcO87EAOVCJAAsNjYJLZAZXBbzDPtAbZgbMsed4qTEJIT2UiPxqbQsThSJObiAtvALm+LzkX0Bs4BCBxRAJuIp8Bo6tQhd0wcZWGBs22hAoMz9mnoTphu5MQGoh18l8ZEWwYIb71QYGXNZiVBJPD1LdnGl4rDg0jg5als40vF4UEg8P1Pfnvc/PMPbcHHCEnnvrr90WL1qXSBk+KgkD96K44CKnDlUIErhwpcOVTgyqECVw4VuHKowJVjxrvYB/+mfK2sNJnymVLT6R/hxYlgDHQE5LPn2JuhtO0/viuy0Gfz2/muvpBlnACEtpJQogWnmCgrsDH+N74kAnvtojNUUOAwK1F6wBZsnX9hW9kNuUQLZurYnsCutkAGwDU9XlnxbQFajw9M6E3clvkumrWVhCJjcIKJkgJDKxgZFvgX6VOGA6ygGf12XQE6axXYJghMZydmgQktJDBaMydwkEn3RbpTtJdpTKnChyMw8bWDRA+jgmCt0KAqnUX7vbso0byXaUypwtsROFSIlQoUYKsCm6ghCllxXvfTgt2JNCGydLrkHdFJD/RBnBDlElv3yUPSgrvKUakoaQ9A4OBWCzMFmiA6W/TQZRmntYJ5gW0RjO0J7OlkUBYTjhex1LeMcABm4Eo8oQBMzBTYxIY9lSAWnjw46UTMRFyEUl489G0BDD1dxFKnaC/TmOE2SiZ8ooRMhFMOMz1feGdxgdEkIrYwfR1vWYG7jQHa35uNlyAWvw0DyKLUnU4dgsC9N5yJ+JlhfDRwq0YF7sXE1IpZWHnXBOrhtJmWXV81An+w10+wuBh9B3NpkywvuCzMElj2oA6mz4wDk1hgMgFg+lBW0NvAAq/Pxs20LhfXj84/+2e759bpFcoSqBTG5fgT+gceh7nlUWwMdt0hTLjjYprA9K5GY2sNWUTCJ2Owu5fOZlqvL9bffb9YP3+HtWAWtpc4ibXXLlowdYxN+AKnjMF0EgaPElhOITgjK2czLVZgytbgZbrAkbvJ2IbAdvgPMBG04N73IIYoJCR9QesTCxwVAjxs4G6mtXrw1Wcbge++jQtO1WAJGeJFBHa64IMSmGjCqMBekxV30SgCj0S3RRxGeCLG+7fr59AeFkE1uKNj3FBc3g3P1dEC2TcFwMxbA/cEb8GOoojA0LgImghd4ts9SBIIvD77OtxiSzihM+MzHMASI/AG2TcFwPy2T/hkvPdwxtLWenesjQWGWFzQQhYVSnxAAR16MLPGfXOFLA49ELvA9k3hvEzCNE1BvbRgt+kqOoWeLDAfDpsnhCUEKDA6Cg9BZrZg339s3xTOyySwAoNZ7Y+D80DyuUQIwslkIfGKWNi7Kn3cUDZkCGwj+6ZwXiaB7aLH2AIWMuhSjsl04lgor5zATDZsdguWOkV7mcVkXRO0YM4xcaRU+vBgSwrMS4x7KBd4Z7Po9JDgFsw4JtWXSZ+MxZhgWJxORcfgncyih7ky65VTOFdguVMuK9EWa4Rkwbmw02/MQ5GyPXY7i8ac7cKhN0ITVi/Vt0jHzluhWMTNDrIc/eUC73YWPZ4AJcZmmxkCpzol1beowBbRi/QQuyfGO3svs2gxlDWfBZCFMqVTFHsHtvsgABX4GJGw+6AKfIxI2H1QBT5GJOw+qAIfJ8S7D6rAlUMFrhy8wAlTcsXhQSSwbgh+YLi5373v8XGJWbRuCH6AuPki68/Xw3XphuAHiGvpkCmZZMFT8m2/+6osjJWEnLevIZtmWmQXnizxadK0So/xLXaUJwEeuh/dYjWU+wwKzMXwueO4SCIPAubqtrmF/Wk735vgbPcxGLL6kDMdLxPIEFhGggQePuskfC0mMGzAjD9bFrj9cPn64wtOYBMvWKAEplsw3pW5pyAizEpe0eEKjDm7JYE9s3YHAm+UvfnyZ1zgLgHGS8p0PkNgqK8PlEKaFT7CocYilhPRWA/WxOCDJFtBLEPS3LWJ2x2D10/b6dXN/4B/nHIY56Y0uiL01wB7Yc6Do9AxRyYz0eUCD10MgtBD/6ZAduMpOwb7ebRm6P96o1seg9sFQNfhQ3Vv2JXXEyGliw4UJVrwMCw5DQwNx/WJHIvj0cYVdEw9pWmmwE7GvH+mY6z/yLKXzhwF9puL6TsYVuDhBo0bNN7ZdjLDDRKVKk1gR1TozgVZQsS9hS+ocxsH3udhrsAwgt4xtudccsaaqRQh8HQ4XkPCAfwiQpkOkKAiJ9EqKGDDAQNp9bQ9IcUVj3RqmkOE9ga6BQWOQgpCnQyYoGWmCDwdMywv4IlYqou2Brmn/FRnYhZTsHVQJJUbGSpw6JhXpy9YtsAOUSzw+MgSeyjMGmMLtS+tnraXyuQFxhLhROMeWv+qfwIO2y/LsnxPDkJg9zduOBdbFRhPRJhs8rCgwEFjTxbYFbfaMXhgsnedQGAzrwU7KQfCYXI1vUxpwVMdpMCX7mcz69+nQ6wFs6nMxCyBBV6Fzs2fZEFG4HC4bI2vElrw5HfAWn/o9sTrfxpFNzvkXdl1vz3e5vBDqq3A5XTM66JFbm1ZYJ8pY41lIQ+l+fZZn/908u7kzaPr/udy0f5e3ntx3Vz48fS8PTz5sfk5AoETnDJ5z8FRSKwlA99MZL6mDiYr6QHrl/O7ZxfWvm5+ur3xut923Vx49+Ry0Vx49XCxfn4EAoudm96l8VgjOT50q06yNUSSMIUZH2mzvnVvbeDhiz+en12sf33d/nR7421+21fNhb+YwHyTjUIS5yB5jroRKifpocDfnN35z4Nnj1ebn25vvPa3vWwuvLl71hw+aw4PUmBkPwihW6ItHOhDxFZ4NgrHYEyPFAksiyz0kM8jUFBiaQouCzwT2w+CS0BfBmhVNl3gwFrXQXKJkAgMsYScWgTG9oPAwo48Kt9FA2/xDWej2KikGXAMFt8YaXnEssGYAOJKgrwFRx/4E06RIY3koC70cOgJwsyKks40SLC3oKIbSOEYTOaQyIbXJtBuaatjMLIfBJDXYWSiBHbI/lm6ix4eaNzpK6RVbGvMHJA8C3yybIa5tXUaEKwxFiQFogV7x3Z6jNy2wBHFTairrx06SsKEI05QZ2gBYMXW4sTjtkChSJbB5O2uoEFSIAW24+/JepSdNMxjAvlhTIjsoUmPy4U6cKwxa2PrZVhumE7Os+KKWYPxuN8jWEk4aoEdLwRSDSfHcddRjWAFRafStQiMfZNtEjjFxHYEniTjWWP77eYM8WiBmJmaMFRwpsBcL7zVFox8k82IoayyrCRImOJvsikOD/m3huIooAJXDhW4cqjAlUMFrhwqcOVQgSuHClw5VODKoQJXDhW4csx4F/vg35SvlWV3+5fPmDUPsj06ghgkiRjq8ivyWRGRCaU7ECYZXgeC5GMslPkho+/Cbv9+MJ0SRGDfNH0I5GxcsRSUFdwWRCgoq7dJsaZs4NwZAvuHO/3LZ/w6Yo/lr6oMDp2qBUkHyvIsKhTCllhgjDutLsKqoBAU3OlfPjNAT4jnxUyS+C8TW7C3rgITGPALDLicwAYcGCaPiyzVszv9+8GUtoTAfczdP1ljsJ89KJzc0VRoDJ1bwFmA1kfmjsEJmCswl/ptteBhMZXxl2KJpLJhoqQCD+u5QNYYHmax+6dUC/7o/+5LNnzfgcDUGDxcDopBLKp6TGBSJywJ3FchaIEppseOq6AQjsHfXbQr5bb7d5NYgd1mGtrbTQtmfIOTQEwpsltwZzH+jkKuwM30uZ1B72IWTeQQFrh8CzZOm0xiYbcFQ4RZtMkh8DAuQZ69evvDvgXv4Dk4zLLzGhG4wBhsp99OCzZROEiuxx+kLbIAWcM/KMXgLB5hwWuzozGYToQX2chym6yBn4P9Q9kYLBV48A0VWDpnT2jBlmbxmNvR5jKppMMmAoGHs+ShrLMFBCYHU7MVgcmBH2M52OzC9MG2+y/RBaWYxaTCQUwYSZMNDj2BwTGy7BjMsajOFqOMD2e4wK8XN90uTO3GS/deWLRgEuYJzKYuMuF2Zc5Z8hAeg6MExrZImdA+RgIsLiolnMCrx9dP2r2Xfvjl/O558B6VazcNWxDYWoHA/vmESdbYgkWTLMDFcYIlEJh45knookd/sWx0WD8/u2j3Xnr24o/nkcA2F8fYgmF7KZOscaiAPBQBi2vOGLw8tZu9l745u/P9QQt8QC0Y9i6sP6Fj5wXG3pUhstHjEv/sYD8CkwlETJi5kyw67ykspwuXxBXTwyCZ8lA23IP3j9Fc72cMxgOnBJ7aZ24LtmALHk4IPJyIdhiRPQ9xRsQP4oJHbWkLJrCXFkxkDzfRXw6K0YdhF00K5xmmy47tN2cMjmzRk5Jx3D9+gWkTmS3Y6YP7TIlaMDegYi044oEn4rjIFtz3GGhqKIQFd7LoDlfYD17QgkNGLBWR68C4wENHo2QWZotj2nkC+yZ3s+iOSFvUHt2D/DF4nKKN2lj3J0of4Fw4nJPjvWPVhHcW+KhAPXiXbMG7WXSXJ/DcWbSF8z1dZj0swwoFFpgwxcbg3Sy6QwNnWvDwT7FZtHHU9m3FzsHzNUFcUYw8yx0DzORUnA0eYcGdLLpDnyfIMXggm7wWzI12ga0o5UUEzmFR2eABmRQy0ymBzcKJUBbLajenOxXLJC1IcqFXs6pOtlbOmJl+G+jYfVnUmjt8wQcjbr78p2Q1B0RNdw57pQInWksS+OLmvnkiNzDHOeyVCpxoLU3g5vdLyaIsFRi2cwwCJxiY4xz2SgVOtJYgcLKBuVwVuIA1FVhot4gdFVhxHFCBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHLkCb94NvTbuJxovN0f+uRJwTEGVL0+pq0lGXm7+/BdSWWuHLJCIZfsx7ylQTX+h+efWnPp7ZAp8c78J9OaLhbMq6PrW5lMs71wJOKagyle3T4mrSUbWT9slMEhlrR2yQAbQappTq7tX/cqrecgTeP3dz80d3/rw1F0W1AgcnZsL1xRQ+frpV6f41UQjm0zDlXV2iAI5ePkkziF9IR1zuuimzbaujFg2nU14rgAmU0Dly9Om60SvJhr52+2mV4Qr6+wQBTLQLmsGq9msd17dlqypY1FS4EJx46biyptUlBPY/nlll0/Ayjo7RIEcvDy1sMCbC5/ss4vuEhL3IsvT4l20awowuJmQFOg0h4/Ql3Bl/cQHL5BrEqpmc2HZqz8XcwSOJlnNvVh+kuWYAitfluckuTcAAACxSURBVJhkjd3E8glWWd9T4AVSsemIwXlje6H9i6AvxWsncZR9TDo9+sckvLL+MamItQ269glU0114udfHJMWxQAWuHCpw5VCBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHCpw5VCBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHCpw5VCBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHCpw5VCBK4cKXDlU4MqhAlcOFbhyqMCVQwWuHP8FXAQEW6FCajkAAAAASUVORK5CYII=) Predictors that seem highly correlated with mpg are cylinders, displacement, horsepower, and weight. Other correlated predictors are displacement + horsepower, displacement + weight, displacement + acceleration, horsepower + weight, and horsepower + acceleration. Basically there is high colinearity in this data set.

cor(Auto[,1:7])

## mpg cylinders displacement horsepower weight  
## mpg 1.0000000 -0.7776175 -0.8051269 -0.7784268 -0.8322442  
## cylinders -0.7776175 1.0000000 0.9508233 0.8429834 0.8975273  
## displacement -0.8051269 0.9508233 1.0000000 0.8972570 0.9329944  
## horsepower -0.7784268 0.8429834 0.8972570 1.0000000 0.8645377  
## weight -0.8322442 0.8975273 0.9329944 0.8645377 1.0000000  
## acceleration 0.4233285 -0.5046834 -0.5438005 -0.6891955 -0.4168392  
## year 0.5805410 -0.3456474 -0.3698552 -0.4163615 -0.3091199  
## acceleration year  
## mpg 0.4233285 0.5805410  
## cylinders -0.5046834 -0.3456474  
## displacement -0.5438005 -0.3698552  
## horsepower -0.6891955 -0.4163615  
## weight -0.4168392 -0.3091199  
## acceleration 1.0000000 0.2903161  
## year 0.2903161 1.0000000

As suspected, the predictors are highly correlated.

1. Suppose that we wish to predict gas mileage (mpg) on the basis of the other variables. Do your plots suggest that any of the other variables might be useful in predicting mpg? Justify your answer.

Yes, the predictors that are highly related to mpg are cylinders, displacement, horsepower, and weight. These predictors are also all related to each other, so using a dimension reduction technique may be useful.

# Problem 5 (Total: 22 Points)

library(AppliedPredictiveModeling)

## Warning: package 'AppliedPredictiveModeling' was built under R version 4.2.3

data("ChemicalManufacturingProcess")  
  
dat <- ChemicalManufacturingProcess

1. A small percentage of cells in the predictor set contain missing values. Use an appropriate imputation function to fill in these missing values. [3 points]

library(mice)  
  
# dat\_imp <- mice(dat, maxit=3,m=3, seed=333)   
# too computationally demanding, will just drop all missing values   
  
dat <- na.omit(dat)

1. Split the data into a training and a test set, pre-process the data, and build at least four different models from Chapter 6. For those models with tuning parameters (e.g., ENET), what are the optimal values of the tuning parameter(s)? [8 points]

library(caret)  
library(earth)  
  
set.seed(111)  
  
train <- createDataPartition(dat[,1], p=.80, list=F)  
  
predicttrain <- as.data.frame(dat[train,2:58])  
predicttest <- as.data.frame(dat[-train,2:58])  
outcometrain <- dat[train, 1]  
outcometest <- dat[-train, 1]

Train a linear regression model using 10-fold cross-validation, mean centering, scaling, and pca reduction

set.seed(111)  
lm <- train(x=predicttrain,  
 y=outcometrain,  
 preProcess = c("center","scale","pca"),  
 method='lm',  
 trControl=trainControl(method="cv", number=10))  
  
lm

## Linear Regression   
##   
## 124 samples  
## 57 predictor  
##   
## Pre-processing: centered (57), scaled (57), principal component  
## signal extraction (57)   
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 112, 112, 112, 112, 112, 112, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 2.022703 0.5378034 1.269326  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

RMSE = 2.02, R2 = 0.54

Train elastic net model with 5-fold cross-validation, centering, scaling, and pca reduction

set.seed(111)  
enet <- train(x=predicttrain,  
 y=outcometrain,  
 preProcess = c("center","scale","pca"),  
 method='enet',  
 tuneGrid= expand.grid(.lambda = c(0, 0.01, .1), .fraction = seq(.05, 1, length = 10)),  
 trControl=trainControl(method="cv", number=5))  
  
enet

## Elasticnet   
##   
## 124 samples  
## 57 predictor  
##   
## Pre-processing: centered (57), scaled (57), principal component  
## signal extraction (57)   
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 99, 99, 100, 99, 99   
## Resampling results across tuning parameters:  
##   
## lambda fraction RMSE Rsquared MAE   
## 0.00 0.0500000 1.692612 0.2716166 1.392080  
## 0.00 0.1555556 1.513049 0.4205701 1.246422  
## 0.00 0.2611111 1.407004 0.4803133 1.155392  
## 0.00 0.3666667 1.272371 0.5685035 1.042056  
## 0.00 0.4722222 1.313006 0.5260962 1.038660  
## 0.00 0.5777778 1.468802 0.4926490 1.070700  
## 0.00 0.6833333 1.615362 0.4774628 1.099206  
## 0.00 0.7888889 1.785173 0.4662887 1.128226  
## 0.00 0.8944444 1.939039 0.4562179 1.158276  
## 0.00 1.0000000 2.118992 0.4452731 1.205547  
## 0.01 0.0500000 1.692612 0.2716166 1.392080  
## 0.01 0.1555556 1.513049 0.4205701 1.246422  
## 0.01 0.2611111 1.407004 0.4803133 1.155392  
## 0.01 0.3666667 1.272371 0.5685035 1.042056  
## 0.01 0.4722222 1.313006 0.5260962 1.038660  
## 0.01 0.5777778 1.468802 0.4926490 1.070700  
## 0.01 0.6833333 1.615362 0.4774628 1.099206  
## 0.01 0.7888889 1.785173 0.4662887 1.128226  
## 0.01 0.8944444 1.939039 0.4562179 1.158276  
## 0.01 1.0000000 2.118992 0.4452731 1.205547  
## 0.10 0.0500000 1.692612 0.2716166 1.392080  
## 0.10 0.1555556 1.513049 0.4205701 1.246422  
## 0.10 0.2611111 1.407004 0.4803133 1.155392  
## 0.10 0.3666667 1.272371 0.5685035 1.042056  
## 0.10 0.4722222 1.313006 0.5260962 1.038660  
## 0.10 0.5777778 1.468802 0.4926490 1.070700  
## 0.10 0.6833333 1.615362 0.4774628 1.099206  
## 0.10 0.7888889 1.785173 0.4662887 1.128226  
## 0.10 0.8944444 1.939039 0.4562179 1.158276  
## 0.10 1.0000000 2.118992 0.4452731 1.205547  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were fraction = 0.3666667 and lambda = 0.1.

Best tuning parameters: fraction = 0.3666667 and lambda = 0.1. RMSE = 1.27, R2 = 0.57

Train a partial least squares model using 5-fold cross-validation, mean centering, scaling, and pca reduction

set.seed(111)  
pls <- train(x=predicttrain,  
 y=outcometrain,  
 preProcess = c("center","scale","pca"),  
 method='pls',  
 trControl=trainControl(method="cv", number=5),  
 tuneLength=10)  
  
pls

## Partial Least Squares   
##   
## 124 samples  
## 57 predictor  
##   
## Pre-processing: centered (57), scaled (57), principal component  
## signal extraction (57)   
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 99, 99, 100, 99, 99   
## Resampling results across tuning parameters:  
##   
## ncomp RMSE Rsquared MAE   
## 1 1.478104 0.4294234 1.153437  
## 2 1.301414 0.5270782 1.036109  
## 3 1.460432 0.5106712 1.058622  
## 4 1.590515 0.4822214 1.086996  
## 5 1.929150 0.4525423 1.170811  
## 6 2.017962 0.4433364 1.189270  
## 7 2.127957 0.4409885 1.209252  
## 8 2.137412 0.4419235 1.211728  
## 9 2.120014 0.4434193 1.206942  
## 10 2.119472 0.4447445 1.206037  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was ncomp = 2.

Best tuning parameters: 2 principal components

RMSE = 1.30, R2 = 0.53

Train a lasso regression model using 5-fold cross-validation, mean centering, scaling, and pca reduction

set.seed(111)  
lasso <- train(x=predicttrain,  
 y=outcometrain,  
 preProcess = c("center","scale","pca"),  
 method='lasso',  
 trControl=trainControl(method="cv", number=5),  
 tuneLength=10)  
  
lasso

## The lasso   
##   
## 124 samples  
## 57 predictor  
##   
## Pre-processing: centered (57), scaled (57), principal component  
## signal extraction (57)   
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 99, 99, 100, 99, 99   
## Resampling results across tuning parameters:  
##   
## fraction RMSE Rsquared MAE   
## 0.1000000 1.596454 0.3654209 1.318927  
## 0.1888889 1.473699 0.4409874 1.216656  
## 0.2777778 1.392393 0.4907973 1.138702  
## 0.3666667 1.272371 0.5685035 1.042056  
## 0.4555556 1.298595 0.5328206 1.036542  
## 0.5444444 1.417668 0.5004990 1.059598  
## 0.6333333 1.552328 0.4829102 1.088492  
## 0.7222222 1.669791 0.4735901 1.107288  
## 0.8111111 1.822087 0.4637489 1.134843  
## 0.9000000 1.947905 0.4557028 1.160134  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was fraction = 0.3666667.

Best tuning parameters: fraction = 0.3666667

RMSE = 1.27, R2 = 0.57

1. Which model has the best predictive ability? Is any model significantly better or worse than the others? You need to conduct a hypothesis testing to justify your choice if necessary. [5 points]

The enet and lasso regression had the best predictive ability. Both were not significantly different from each other and both were significantly better than the linear regression

lmpred <- predict(lm, predicttest)  
  
lmvalues <- data.frame(obs = outcometest, pred = lmpred)  
  
defaultSummary(lmvalues)

## RMSE Rsquared MAE   
## 1.4136563 0.5403592 1.1886276

enetpred <- predict(enet, predicttest)  
  
enetvalues <- data.frame(obs = outcometest, pred = enetpred)  
  
defaultSummary(enetvalues)

## RMSE Rsquared MAE   
## 1.5893585 0.4934902 1.2136965

lassopred <- predict(lasso, predicttest)  
  
lassovalues <- data.frame(obs = outcometest, pred = lassopred)  
  
defaultSummary(lassovalues)

## RMSE Rsquared MAE   
## 1.5893585 0.4934902 1.2136965

1. Which predictors are most important in the model you have trained? Do either the biological or process predictors dominate the list [3 points]

set.seed(111)  
  
varImp(lasso)

## loess r-squared variable importance  
##   
## only 20 most important variables shown (out of 57)  
##   
## Overall  
## ManufacturingProcess13 100.00  
## ManufacturingProcess32 88.52  
## BiologicalMaterial06 84.09  
## ManufacturingProcess17 82.04  
## BiologicalMaterial03 76.26  
## ManufacturingProcess36 73.62  
## ManufacturingProcess09 70.32  
## BiologicalMaterial04 68.77  
## BiologicalMaterial02 62.05  
## BiologicalMaterial01 56.79  
## BiologicalMaterial12 55.86  
## ManufacturingProcess06 54.47  
## BiologicalMaterial08 49.72  
## ManufacturingProcess29 43.90  
## BiologicalMaterial09 43.44  
## ManufacturingProcess11 40.57  
## ManufacturingProcess33 38.91  
## ManufacturingProcess30 37.92  
## BiologicalMaterial11 36.47  
## ManufacturingProcess20 34.29

It seems that process variables are the most important predictors

1. Explore the relationships between each of the top predictors and the response. How could this information be helpful in improving yield in future runs of the manufacturing process? [3 points]

cor(dat$Yield, dat$ManufacturingProcess13)

## [1] -0.5475796

cor(dat$Yield, dat$ManufacturingProcess32)

## [1] 0.5727888

cor(dat$Yield, dat$BiologicalMaterial06)

## [1] 0.4544859

cor(dat$Yield, dat$ManufacturingProcess17)

## [1] -0.4898141

cor(dat$Yield, dat$BiologicalMaterial03)

## [1] 0.4581014

The most important predictors tend to be more correlated with the response variable. This could be helpful because it’s a simple way to gauge how likely a variable is to contribute significantly to a predictive model.