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# Making a Confidence Interval: Spider Speeds

Remember the data frame SpiderSpeed from package abd?

require(abd)  
data(SpiderSpeed)  
View(SpiderSpeed)  
help(SpiderSpeed)

Recall that in this study, the researchers took 32 *Tidarren* spiders and recorded how fast each one could run, in centimeters per second. Then they amputated a [pedipalp](http://simple.wikipedia.org/wiki/Pedipalp) from each one of the spiders, and again recorded how fast each spider could run. This was a *repeated measures* study!

The researchers wanted to know if the spiders could run faster, on average, without the hindrance of a pedipalp.

Let's make a 95% confidence interval for mu\_d, the mean difference in running speed (after amputation minus before amputation).

Which of the following R functions will deliver the confidence interval you want?

Option A:

ttestGC(~ speed.after - speed.before, data=SpiderSpeed)

Feedback: Good job! Notice that you want a 95% confidence interval, you don't have to say so. R will give you a 95% confidence interval by default.

Option B:

ttestGC(~ speed.before - speed.after, data=SpiderSpeed)

Feedback: Close, but no cigar. In the set-up mu\_d refers to speed after minus speed before, whereas this code works with speed before minus speed after. All the numbers will be the "negative" of what you were expecting.

Option C:

ttestGC(~ speed.after, data=SpiderSpeed)

Feedback: This gives a confidence interval for the mean speed of all spiders AFTER amputation. It doesn't give an interval for the mean of differences mu\_d.

Option D:

ttestGC(speed.after ~ speed.before, data=SpiderSpeed)

Feedback: Running this code results in R throwing an error at you!

# Using an Interval to Answer a Research Question: Spider Speeds

Again we will work with the data frame SpiderSpeed from package abd:

require(abd)  
data(SpiderSpeed)  
View(SpiderSpeed)  
help(SpiderSpeed)

Recall that in this study, the researchers took 32 *Tidarren* spiders and recorded how fast each one could run, in centimeters per second. Then they amputated a [pedipalp](http://simple.wikipedia.org/wiki/Pedipalp) from each one of the spiders, and again recorded how fast each spider could run. This was a *repeated measures* study!

The researchers wanted to know if the spiders could run faster, on average, without the hindrance of a pedipalp.

In the output below, a 95%-confidence interval is given for mu\_d.

*Which of the following options is the best way to use the confidence interval to answer the Research Question?*

##   
##   
## Inferential Procedures for the Difference of Means mu-d:  
## speed.before minus speed.after   
##   
##   
## Descriptive Results:  
##   
## Difference mean.difference sd.difference n  
## speed.after - speed.before 1.186 1.074 16  
##   
##   
## Inferential Results:  
##   
## Estimate of mu-d: 1.186   
## SE(d.bar): 0.2684   
##   
## 95% Confidence Interval for mu-d:  
##   
## lower.bound upper.bound   
## 0.613449 1.757801

Option A:

If amputation made no difference in running speed, on average, then the mean of differences would be 0. However, our 95%-confidence interval for mu\_d contains only *postive* numbers (from .61 to 1.76 cm/sec). Hence the we are pretty sure -- based on the data -- that the mean of differences is a positive number, meaning that on average *Tidarren* spiders run faster when they are missing a pedipalp.

Option B:

The interval tells us that mu\_d is positive.

Feedback: This is vague, leaving out crucial steps in the argument. It also gives the misleading impression that we are ABSOLUTELY certain that mu\_d is positive, whereas in fact there is always a possibility (however slight) that you can get a really bizarre, unlikely sample that leads you to the wrong conclusion.

Option C:

The interval tells us that about 95% of all*Tidarren* spiders will run somewhere between .61 and 1.76 cm/sec faster after amputation, so on mean difference for the whole species must be positive, too.

Feedback: This conclusion is based on a mis-interpretation of the confidence interval. Confidence intervals don't try to capture a certain percentage of the population values; instead they try to capture just one number: the population parameter for which they were made.

# Napkins I: The Code

In the tigerstats package we find the data frame napkins:

data(napkins)  
View(napkins)  
help(napkins)

this was an observational study performed at Georgetown College. A small team of student researchers visited the Cafe several times during the lunch hour and recorded the sex of each student in the study as well as how many napkins each student used during the meal.

The Research Question was:

*Who uses more napkins, on average, during lunch: a GC male or a GC female?*

The researchers decided to study their question by making a confidence interval. First they defined some parameters:

Let

mu1 = the mean number of napkins per student, for all male students at Georgetown.

mu2 = the mean number of napkins per student, for all female students at Georgetown.

The researchers would like to make a 95%-confidence interval for mu1 - mu2.

Help them out: which of the following bits of R-code will give the researchers the results they need?

ttestGC(~napkins,data=napkins)

Feedback: This produces a 95% confidence interval for mu, the mean number of napkins used by all GC students (females and males together). It does not help you see which sex uses more napkins.

ttestGC(sex~napkins,data=napkins)

Feedback: If you run this code, R will throw an error at you: the variables in the formula are the wrong way around.

ttestGC(napkins~sex,conf.level=0.95)

Feedback: If you run this code, R will throw an error at you: you need to specify that the variables **napkins** and **sex** come from the napkins data frame, otherwise R won't be able to find them.

ttestGC(napkins~sex,data=napkins)

Feedback: Close, but not quite. The way we defined the parameters, the GC males are the first population, and we need to let R know this. Otherwise R sees "female" before "male" in alphabetical order, and thinks of the females in the study as the first sample.

ttestGC(napkins~sex,data=napkins,  
 first="male")

Feedback: Good job. Notice that for a 95%-confidence interval you don't need to specify the confidence level: R's default confidence level is 95%.

# Napkins II: Safety

We continue with the napkins study.

The researchers ran code to make a 95%-confidence interval, getting the following output:

##   
##   
## Inferential Procedures for the Difference of Two Means mu1-mu2:  
## (Welch's Approximation Used for Degrees of Freedom)  
## napkins grouped by sex   
##   
##   
## Descriptive Results:  
##   
## group mean sd n  
## male 3.628 2.381 43  
## female 2.279 1.453 43  
##   
##   
## Inferential Results:  
##   
## Estimate of mu1-mu2: 1.349   
## SE(x1.bar - x2.bar): 0.4253   
##   
## 95% Confidence Interval for mu1-mu2:  
##   
## lower.bound upper.bound   
## 0.500453 2.197222

They also decided to look at graphs of the samples (this is always a good idea):

bwplot(napkins~sex,data=napkins,  
 main="Napkin Use by Sex",  
 xlab="Sex of the Subject",  
 ylab="Number of napkins used")

![](data:image/png;base64,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)

Run the boxplot code yourself and study the graphs. Regarding the question of whether or not we can trust the results of confidence interval procedure, which of the following analyses is best?

Option A:

Ideally, both populations would be exactly normally distributed, but this never happens in practice. The distribution of napkins for the males is a bit right-skewed, indicating that the same may be true for the male population, but the skewness is not extreme, and the sample size is 43, which is large enough to keep the results reliable even in the presence of skewness. The females also had a large enough sample size, and even less skewness. If the two samples are reasonably like simple random samples from their respective populations, then we can trust the confidence interval!

Option B:

For the confidence intervals to work exactly as advertised, both populations would have be exactly normally distributed. The distribution of napkins for the males is a bit right-skewed, indicating that the same may be true for the male population. We cannot rely on the confidence interval.

Option C:

Both samples sizes are bigger than 30, so we can trust the confidence interval.

Feedback: Don't treat 30 as a sacred cut-off. Even at large sample sizes, extreme skewness can be a problem. Also, this response ignores the really important issue: are the two samples like random samples from their respective populations?

# Napkins III: Interval and Interpretation

We continue with the napkins study.

The researchers have made the confidence interval:

##   
##   
## Inferential Procedures for the Difference of Two Means mu1-mu2:  
## (Welch's Approximation Used for Degrees of Freedom)  
## napkins grouped by sex   
##   
##   
## Descriptive Results:  
##   
## group mean sd n  
## male 3.628 2.381 43  
## female 2.279 1.453 43  
##   
##   
## Inferential Results:  
##   
## Estimate of mu1-mu2: 1.349   
## SE(x1.bar - x2.bar): 0.4253   
##   
## 95% Confidence Interval for mu1-mu2:  
##   
## lower.bound upper.bound   
## 0.500453 2.197222

Find the interval in the output above and say which of the following statements provide the best interpretations of it:

Option A:

We are 95% confident that the mean number of napkins used at lunch by all GC males exceeds the mean number used by all GC females, by an amount that is somewhere between 0.5 and 2.2 napkins.

Option B:

There is about a 95% chance that the mean number of napkins used at lunch by all GC males exceeds the mean number used by all GC females, by an amount that is somewhere between 0.5 and 2.2 napkins.

Feedback: This is tempting, but a bit wrong. mu1 - mu2 is a definite number that is either in the interval or not -- no "chances" about it.

Option C:

If you look at all pairs of (one GC male and one GC female), you would find that in about 95% of those pairs the male uses between 0.5 and 2.2 more (i.e. 1 or 2 more) napkins than the female does.

Feedback: The confidence interval does not try to capture individual values: it only tries to capture mu1 - mu2.

# Napkins IV: Drawing a Conclusion

Let's finish up the napkins example. Again, here is the output:

##   
##   
## Inferential Procedures for the Difference of Two Means mu1-mu2:  
## (Welch's Approximation Used for Degrees of Freedom)  
## napkins grouped by sex   
##   
##   
## Descriptive Results:  
##   
## group mean sd n  
## male 3.628 2.381 43  
## female 2.279 1.453 43  
##   
##   
## Inferential Results:  
##   
## Estimate of mu1-mu2: 1.349   
## SE(x1.bar - x2.bar): 0.4253   
##   
## 95% Confidence Interval for mu1-mu2:  
##   
## lower.bound upper.bound   
## 0.500453 2.197222

Recall that the Research Question was:

*Who uses more napkins at lunch, on average: a GC male or a GC female?*

Which of the following is the best way to use the confidence interval to answer the Research Question?

Option A:

If the two sexes used the same number of napkins on average, then the difference in means mu1 - mu2 would be 0. All of the values in the 95% confidence interval lie above 0, so we are quite confident, based on the data, that mu1 is bigger than mu2, which means that on average GC guys use more napkins than GC gals do.

Option B:

Guys use more napkins than gals do, because the interval lies above 0.

Feedback: Help the reader out a little bit: tell him/her what the value 0 means, in the context of our Research Question, otherwise he/she won't be able to follow your reasoning.

Option C:

We are 95% confident that the mean number of napkins used at lunch by all GC males exceeds the mean number used by all GC females, by an amount that is somewhere between 0.5 and 2.2 napkins.

Feedback: This is a good interpretation of the confidence interval, but it doesn't address the Research Question directly.

# ACT Scores

In the tigerstats package we find the data frame hair\_and\_act:

data(hair\_and\_act)  
View(hair\_and\_act)  
help(hair\_and\_act)

This was an observational study performed at Georgetown College. A pair of student researchers attempted to make a random selection of their fellow students. One of variables they recorded was **act**, the ACt score of each student.

Assume that it is known that the mean ACT score of all student at the University of Kentucky is 24.

We are interested in the Research Question:

*Is the mean ACT score of all GC students the same as that of all UK students, do the two schools differ in their mean ACT scores?*

To investigate this Research Question, we define:

mu = the mean ACT score of all GC students.

We decide to make a 95%-confidence interval for mu, as follows:

ttestGC(~act,data=hair\_and\_act)

##   
##   
## Inferential Procedures for One Mean mu:  
##   
##   
## Descriptive Results:  
##   
## variable mean sd n  
## act 23.83 3.806 100  
##   
##   
## Inferential Results:  
##   
## Estimate of mu: 23.83   
## SE(x.bar): 0.3806   
##   
## 95% Confidence Interval for mu:  
##   
## lower.bound upper.bound   
## 23.074799 24.585201

Based on the confidence interval, what is the best conclusion we can make concerning our Research Queston?

Option A:

The mean ACT for all UK students is 24, and our interval contains this value. Hence we cannot conclude that GC students differ from UK students, as far as mean ACT score is concerned.

Option B:

We are 95% confident that the mean ACT score for all GC student is somewhere between 23 and 24.6.

Feedback: This is a good interpretation of the interval itself, but it does not address the Research Question.

Option C:

UK's mean is 24, and this is close to the upper bound of our interval. It looks like UK's mean is higher than GC's mean ACT score.

Feedback: Granted, UK's mean is not in the very middle of the interval, but it is inside the interval at least. Isn't the interval supposed to provide a range of reasonable values, based on the data, for what the mean GC ACT score could be? So doesn't 24 have to be counted as a "reasonable" value?

# Summary Data I

We would like to estimate mu, the mean length of all Great White sharks, so we sample 16 Great Whites at random and find that the sample mean length is 15 feet. The standard deviation of the sample lengths is 3 feet. Compute a 90% (\*\*not a 95%) confidence interval for mu, using this summary data.

What is the upper bound for the interval? Write your answer below, correct to at least two decimal places.

ttestGC(mean=15,sd=3,n=16, conf.level=.90)

Answer is 16.314788

# Summary Data II

Thinking back on the Great White study from the previous question, what would you say is the most nagging problem in using the confidence interval we obtained?

Option A:

The sample size of 16 is fairly small. In order to be sure that the interval is reliable, we should make a graph of the sample and check it for skewness and outliers, but we can't do this when we have only summary data.

Feedback: Yes, since we know we took a random sample of sharks, the remaining "safety" issue is whether or not the population is "too far" from being normally distributed. To check this you look at a graph of your sample, and we cannot do this!

Option B:

Since the sample size is small, the confidence interval will be rather wide. We won't have a very precise idea of what mu could actually be.

Feedback: Yes, the interval will be wide, but that doesn't by itself mean that we can't be 90%-confident that mu lies within it.

Option C:

Males and females probably differ in length, but with a small sample it's possible that by chance we got mostly males, or mostly females. This would result in poor estimates of mu.

Feedback: This is a possibility, but confidence intervals do take sampling variability into account. At small sample sizes they will be wider, partly in order to account for the increased likelihood that the sample won't be a good cross-section of the population.

# GC Voting I

It is known that 60% of all Ohio State students plan to vote for the Democratic candidate in the next presidential election. In a survey of 200 randomly-selected Georgetown College students, it is found that 101 of them plan to vote for the Democratic candidate.

The Research Question is:

*Is the level of support for the Democratic candidate lower at GC than it is at OSU?*

To investigate this question, let's define:

p = the proportion of ALL GC students who plan to vote for the Democratic candidate.

We'll use our summary data to make a confidence interval for p.

Which of the following bits of R-code would produce an acceptable interval? There are two correct answers.)

binomtestGC(x=101,n=200)

Feedback: Yes, this would be the most commonly-used option, since it produces "exact" confidence intervals.

proptestGC(x=101,n=200)

Feedback: This option is also acceptable. Although it relies on the normal approximation, the approximation is quite good, as there are 101 success and 99 failures in the sample (so both successes and failures are at least 10).

ttestGC(mean=101,sd=0.60,n=200)

Feedback: This doesn't make sense. When you are studying a categorical variable, ttestGC() should not be used: it is for numerical variables.

binomtestGC(x=200,n=101)

Feedback: R will throw an error at you: you switched around the number of successes and the sample size.

# GC Voting II

The output for the confidence interval turns out to be:

##   
## Exact Binomial Procedures for a Single Proportion p:  
## Results based on Summary Data  
##   
##   
## Descriptive Results: 101 successes in 200 trials  
##   
## Inferential Results:  
##   
## Estimate of p: 0.505   
## SE(p.hat): 0.0354   
##   
## 95% Confidence Interval for p:  
##   
## lower.bound upper.bound   
## 0.433587 0.576263

Recall that we have defined p to be the proportion of all GC students who plan to vote Democratic.

Which of the following statements is correct? (More than one could be correct.)

Option A:

We estimate that p is around 50.5%, but we could easily be off by 3.54% or so.

Feedback: That's a good way to use p-hat, the sample proportion, together with the SE for p-hat. Note that we converted form proportions to percents: that's fine.

Option B:

We estimate that p is around 50.5%, and our estimate cannot be in error by more than 3.54%.

Feedback: No, in principal we could be off by much, much more. We aren't likely to be more than a couple of standard errors off, though.

Option C:

A rough 68% confidence interval for p would be 46.96% to 54.04%.

Feedback: Yes, that's p-hat plus/minus one SE for p-hat.

# GC Voting III

Recall that it was known that 60% of all OSU students would vote Democratic, and that the Research Question was:

*Is the level of support for the Democratic candidate lower at GC than it is at OSU?*

Which of the following is the best way to answer the Research Question?

Option A:

All of the values in the 95% confidence interval are less than 0.60, so we are confident that the proportion of all students who would vote Democratic is lower at GC than it is at OSU.

Option B:

We are 95% confident that somewhere between 43.57% and 57.43% of all GC students vote Democratic.

Feedback That's a good interpretation of the confidence interval, but it does not address the Research Question.

Option C:

A GC student is 43.57% to 57.4% less likely to vote Democratic than an OSU student is.

Feedback: Remember that the confidence interval is trying to capture p, not to compare chances for Gc students with chances for OSU students.

Option D:

There is a 95% chance that Gc students vote Democratic at a lower rate than OSU students do.

Feedback: The confidence interval doesn't give "chances" that p is less than 0.60.

# Home Runs I

Babe Ruth and Ralph Kiner are two Hall of Fame baseball legends who both hit home runs frequently. The Babe, who played in the Majors from 1914 to 1935, smacked 714 homers in a total of 8399 at-bats, for a home-run rate of 714/8399 = 0.07089, or about 8.5%. Ralph Kiner, who was active from 1946 to 1955, hit 369 homers in 52095 at-bats, for a home-run rate of 7.09%.

Our Research Question is:

*Did the Babe actually have a higher probability of hitting a home run when he stepped up to the plate, or could the difference in performance between the two be explained in terms of chance variation?*

After all, chance is at play when a hitter goes to bat: whether or not one hits a home run is due to all sorts of factors -- wind direction and speed, whether or not the pitcher throws a poorly-chosen pitch, etc.

In order to investigate this question, let's define:

p1 = probability that the Babe hits a home run when he goes to bat

p2 = probability that Ralph hits a home run when he steps up to the plate

We'll make a 95% confidence interval for p1 - p2.

What's the right R-code?

proptestGC(x=c(714,369),n=c(8399,5205))

proptestGC(x=c(369,714),n=c(5205,8399))

Feedback: Close, but not quite. As we defined the parameters, this will give you a confidence interval for p2 - p1, not for p1 - p2.

proptestGC(x=c(714,369),n=c(5205,8399))

Feedback: You've got the Babe's HR count mixed up with Ralph's at-bat count.

binomtestGC(x=c(714,369),n=c(8399,5205))

Feedback: binomtestGC() is only available for studying one proportion at a time.

# Home Runs II

Here are the results in the study involving the Babe and Ralph:

##   
##   
## Inferential Procedures for the Difference of Two Proportions p1-p2:  
## Results taken from summary data.  
##   
##   
## Descriptive Results:  
##   
## successes n estimated.prop  
## Group 1 714 8399 0.08501  
## Group 2 369 5205 0.07089  
##   
##   
## Inferential Results:  
##   
## Estimate of p1-p2: 0.01412   
## SE(p1.hat - p2.hat): 0.004681   
##   
## 95% Confidence Interval for p1-p2:  
##   
## lower.bound upper.bound   
## 0.004941 0.023292

Select the best conclusion, one that uses the confidence interval to answer the original Research Question.

Option A:

If Ralph and the Babe both had the same chance of hitting a home run, then p1 - p2 would be 0. But the confidence interval contains only values that are above 0, so we are confident that Babe's chance of a home run is higher than Ralph's.

Option B:

We are 95% confident that the difference in their HR probabilities (Babe minus Ralph) is somewhere between 0.5% and 2.3%.

Feedback: That's a great interpretation of the confidence interval, but it does not directly address the Research Question.

Option C:

The Babe's chance of hitting a home run is about 1.4% higher than Ralph's chance of hitting a home run.

Feedback: It's true that p1-hat - p2-hat is about 0.014, or 1.4%, but that's just the difference in sample proportions. You need to use the confidence interval if you want to address the question about the difference in underlying HR probabilities.

Option D:

We estimate that the Babe's chance of a HR exceeds Ralph's chance by about 1.4%, give or take 0.47% or so.

Feedback: That's a wonderful use of standard error to talk about how far off your estimate of p1 -p2 might be, but you need to say something that resolves the Research Question directly.

# 95% Confidence

Two hundred statisticians are interested in estimating q, the proportion of all U.S. adults who plan to vote Democratic in the next presidential election. Each one, independently of the others, take a simple random sample of size 2500 from a population, and on the basis of that sample computes a 95%-confidence interval for q using binomtestGC().

About how many of these statisticians would you expect to get an interval that contains q? Give or take about how many?

Option A:

About 190 of them, five or take 3.08 or so.

Feedback: Right. Each interval will either contain the mean or it won't. Each statistician has a 95% chance of getting an interval that contains q, independently of the other statisticians. Hence the number X of statisticians who get an interval that contains q is a binomial random variable, with n = 200 trials and chance of success p = 0.95. The expected value of X is n*p = 200*0.95 = 190, and the SD of X is sqrt(200*p*(1-p)) = 3.08.

Option B:

All of them, no give or take about it. Each one took a simple random sample, so you can trust the intervals they obtained.

Feedback: Even if your statistical method is a good one, couldn't you still get a really unlucky sample that leads you to a wrong conclusion? Review where "95%-confidence" comes from.

Option C:

About half of them, give or take 10 or so.

Feedback: Say that you are going to make a 95%-confidence interval. Before you take the sample, what's the chance that the interval you make will contain the parameter you are trying to estimate?

Option D:

In order to answer this question, we would have to know the value of q.

Feedback: You have enough information. Try again.

# UC-Davis Seating I: the Code

Recall the ucdavis1 data frame:

data(ucdavis1)  
View(ucdavis1)  
help(ucdavis1)

We may consider this data to come from a simple random sample of all UC-Davis students. The variable **Seat** records where a student prefers to sit in a classroom: front, back, or middle.

We would like to know if more than half of all UC-Davis students prefer to sit in the middle.

For descriptive purposes, here is a two way table:

ucdSeat <- xtabs(~Seat,data=ucdavis1)  
ucdSeat

## Seat  
## Back Front Middle   
## 37 41 93

And here is a table of percentages:

rowPerc(ucdSeat)

## Back Front Middle Total  
## 21.64 23.98 54.39 100.00

More than half of the sample prefers the middle, but can we conclude that more than half of the *population* prefers the middle?

Which of the following bits of R-code will produce a 95%-confidence interval for the proportion p of all UC-Davis students who prefer the middle? There are two correct responses.

binomtestGC(~Seat,data=ucdavis1,success="Middle")

Feedback: Yes, this is probably the easiest approach.

binomtestGC(~Seat,data=ucdavis1,success="middle")

Feedback: Be very careful about spelling, and remember that R is case-sensitive!

binomtestGC(~Seat,data=ucdavis1)

Feedback: If you try this code, R will say that no successes were found. You need to specify what counts as a success!

binomtestGC(x=93,n=171)

Feedback: Right. You could use the results of the two-way table to feed summary data to R. You have to do some math though. The sample size is n = 37+41+93 = 171.

binomtestGC(x=93,n=78)

Feedback: You don't have the right sample size for n.

# UC-Davis Seating II: Answering the Question

Here is the output for a confidence interval in the UC-Davis seating study:

##   
## Exact Binomial Procedures for a Single Proportion p:  
## Variable under study is Seat   
##   
##   
## Descriptive Results: 93 successes in 171 trials  
##   
## Inferential Results:  
##   
## Estimate of p: 0.5439   
## SE(p.hat): 0.0381   
##   
## 95% Confidence Interval for p:  
##   
## lower.bound upper.bound   
## 0.466083 0.620090

What's the best way to use the interval to answer the original research question?

Option A:

If more than half of all UC-Davis students prefer the middle, then the proportion p that prefer the front would be bigger than 0.50. However, the confidence interval begins at 0.466, so it contains plenty of values that are LESS than 0.50. Hence we cannot conclude with confidence that p is greater than 0.5.

Option B:

If more than half of all UC-Davis students prefer the middle, then the proportion p that prefer the front would be bigger than 0.50. The confidence interval ends at 0.62, so it contains plenty of values that are bigger than 0.50. Hence we can conclude with confidence that p is bigger than 0.5.

Feedback: Yes but the interval also contains values that are less than 0.5. Since values in the interval are considered "reasonable", based on the data, we cannot rule out the notion that p is actually less than 0.5.

Option C:

We are 95% confident that the proportion of all UC-Davis student who prefer the middle is somewhere between 46.6% and 62%.

Feedback: That's a very nice interpretation of the confidence interval, but it does not grapple with the question of whether we can conclude that the proportion is bigger than 0.5.

Option D:

It is not appropriate to study our research question with this type of confidence interval.

Feedback: Sure it is.

# First-Sight Love I

Recall the m111survey data frame:

data(m111survey)  
View(m111survey)  
help(m111survey)

It contains information on the sex of each subject in the survey (**sex**, with values "female" and "male") and whether or not the subject believes in love at first sight (**love\_first**, with values "yes" and "no").

Here is a two-way table of the responses:

sexLove <- xtabs(~sex+love\_first,data=m111survey)  
sexLove

## love\_first  
## sex no yes  
## female 22 18  
## male 23 8

Here are the row percentages:

rowPerc(sexLove)

## no yes Total  
## female 55.00 45.00 100  
## male 74.19 25.81 100

That looks like an impressive percentage difference (45% yes for the gals, vs. only 25.81% for the guys). Does this difference mean that GC gals are more likely than GC guys to believe in love at first sight, or could the difference be due just to chance variation in the sampling process?

To answer this question, we define:

p1 = the proportion of all GC females who believe in love at first sight

p2 = the proportion of all GC males who believe in love at first sight

figure out the code to make a 90% confidence interval for p1 - p2. (**Note**: it's 90%, not the usual 95%.) Report the lower bound of the confidence interval below, making sure your answer is correct to at least two decimal places.

0.009039

# First-Sight Love II

Assuming the students in the m111survey data frame are like a random sample from the population of all GC students, what do you think might be the most important concerns about the reliability of a confidence interval for p1 - p2 obtained using proptestGC()? Choose the most reasonable answer below.

Option A:

In order for the normal approximation to yield reliable confidence intervals, you need lots of successes and failures in each sample. Ten or more of each is generally considered "enough." Since there were only eight males who believed in love at first sight, the confidence interval made by proptestGC() for p1 - p2 should be used with some caution.

Feedback: This makes the most sense. After all, only one of the four counts in the two-way table was below 10, and 8 is pretty close to 10.

Option B:

In order for the normal approximation to yield reliable confidence intervals, you need lots of successes and failures in each sample. Ten or more of each is generally considered "enough." Since there were only eight males who believed in love at first sight, the confidence interval made by proptestGC() for p1 - p2 should be ignored altogether.

Feedback: That's too strict. After all, 8 is pretty close to 10.

Option C:

You can't use proptestGC() to study a question about the difference of two proportions.

Feedback: Sure you can!

Option D:

If you are concerned about proptestGC(), why not use binomtestGC() instead? It delivers "exact" confidence intervals!

Feedback: But only for one proportion, not for the difference of two proportions.