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## Abstract

The increasing popularity of servers usage has brought a plenty anomaly operation events, which have threatened a vast collection of machines. Recognizing and categorizing the anomalous events thereby is a much salient work for our systems, especially the ones generate the massive amount of data and harness it for technology value creation and business development. To assist in focusing on the detection and classification of anomaly events, and gaining critical insights from system log records, we propose a series of approaches with the state-of-the-art deep learning techniques in this paper. We employ typical CNN (Convolutional Neural Network) architectures and deepen them to build novel models for automated classification of anomalous system events detected from the distributed system logs, then measure our diverse array of classification algorithms with standard evaluation metrics. The results of our study reveals the advantages and potential capabilities of our proposed deep CNN models for classification tasks of anomaly events on real-world systems. Furthermore, our approach reaches at least 94% classification accuracy and highest accuracy is up to 98%.

**Index Terms**—Anomaly Detection, Event Classification, Log Analysis, Deep Learning, Convolutional neural network, Distributed System

## 1 Introduction

Logs automatically produced by modern heterogeneous operating systems record the application-specific operational states and temporal events at every period of time. Whilst lacking of structure, mining these logs usually facilitates root-cause analysis and troubleshooting for systems, and harnessing the massive amount of valuable log information is much beneficial for business strategies, even detecting and grouping abnormal operations on large-scale systems is favorable for further decision making. Abnormal behavior or pattern of log data often indicates the presence of the error in execution of the system. The ever-growing number of system services during the last decade have stimulated a flood of interest in log anomaly detection and classification. Anomaly detection related problems are addressed in a great deal of practical applications, including intrusion detection, fraud detection, aw well as system health monitoring. Anomalous events are also referred to as novelties, noise, exceptions etc. [1]. Anomaly discrimination as a common approach of log analysis [24], enables us to discover the suspicious operations on a server or detect an unauthorized access in a system by exploring the anomalous operation records. To cope with a complex scenario like real-time system management and reduce the influence of anomaly events affecting the end clients, it is of vital importance to effectively detect the occurrence of anomalies and classify them specifically for further refinement of system service.

Machine learning has been widely applied in a diverse array of anomaly detection and recognition techniques, include but not limited to density-based methods [3, 4, 5, 23], correlation-based anomaly detection [6], cluster analysis-based abnormal detection [7, 8], ensemble techniques [9, 10] etc. However, traditional data mining methods at least to some degree has been overwhelmed by the huge volume of log data. Motivated by the recent success of deep learning largely in field of image classification, natural language processing, speech recognition, etc., specifically, high accuracy performance exhibited by CNN in complex detection and classification tasks, consequently, we decide to explore a solution with deep learning algorithm to handle such complex scenarios for gaining relevant optimum results. Deep learning has been chosen due to its more promising effectiveness in discriminative feature learning process for anomaly detection and categorization tasks. Alternatively, labeled data set is taken into consideration here for anomaly classification and fed into the state-of-the-art deep CNN models.

Our contributions Include but not limited to: we propose a simple yet efficient deep CNN approach enables to obtain favorable performances in anomaly classification. What’s more, we extend the anomaly classification research to deep learning, which applying complex architecture with non-linear spatial temporal transformations. Our deep CNN model is scalable to classify abnormal situations or categorize unpredictable events on heterogeneous systems at large scale. Last but not least, by applying deep learning algorithms to our studies, we’ve gained key insights and achieved potentially high classification accuracy.

The reminder of this article is organized as follows: section 2 briefly reviews the related works. Section 3 presents a brief description of CNN architecture and reveals our deep CNN models utilized in the rest of the paper. In section 4, we provide the details of our experiments including the generation of numerical data set employed for classification training, parameters settings, evaluation metrics and experimental results and analysis. Finally, we briefly summarizes our findings in the conclusion section.

## 2 Related Work

**Anomaly Event Classification.**

Sequences and time series data usually need different algorithms to detect anomalies [13]. By using ... , P. Fiadino et al. [19] reported statistical detection and diagnosis of anomalies. Lazarevic et al. [14] compared LOF, k-NN, PCA and unsupervised SVM for intrusion detection. Ding et al. [15] studied SVDD, a k-NN classifier, k-means and a GMM for detecting anomalies. Amer et al. [16] proposed One-class Support Vector Machines for anomaly detection. The local density cluster-based outlier factor (LDCOF) [18] detect anomalies by estimating the clusters’ densities assuming a spherical distribution of the cluster members. Sub-space clustering approaches [20, 27] have also been used in anomaly identification and classification. M. Gupta et al. [22] applied anomaly detection for temporal data.

Combining with multiple anomaly detection algorithms, outlier ensembles boost their joint detection performance [17].

**Deep Learning.** Deep learning algorithms, like CNN, are widely used to categorize data with supervised methods.

Deep learning algorithms build data-driven models from labeled data and make predictions on data which they can learn from.

Deep learning algorithm takes meta data as an input and process the data through a number of layers of the non-linear transformation of the input data to compute the output. It automatically grasps the relevant features required for the solution of the problem and reduces the burden on the programmer to select the features explicitly.

There has been considerable amount of research about anomaly classification in system log in recent years.

There are some machine learning approaches in anomaly detection and classification, for instance SVM, random forest... Among the machine learning techniques, random forest in widely considered as the recent anomaly classification researches.

It is commonly accepted that deep learning algorithms are well-suited for classification with higher accuracy than other previous techniques.

In this article we apply deep CNN approaches in large scale system anomaly classification.

Previous work [] has shown that deep learning outperforms other machine learning algorithms for the sake of log anomaly classification.

## 3 Methodology

## 3.1 Convolutional Neural Networks

Convolution Neural Network (CNN) [28] consists of one or more pairs of convolution and pooling layers. The small local parts of the input were captured by the convolutional layer with a set of local filters. And the pooling layer can preserver the invariant features. Top fully connected layer finally combine inputs from all features to do the classification of the overall inputs. This hierarchical organization generates good results in image processing [29, 30] and speech recognition [31] tasks.

Convolutional networks have proven very useful in the field of image and video recognition.

Convolutional neural network is well-known for modeling spatial matrix data such as images data. Shallow CNN model did not do well in large scale matrix data.

The lowest layer in the CNN is responsible for the collection of raw data such as images, videos, text, etc. Each neuron of the lowest layer will store the information and pass the information further to the next layer of neurons and so on. So, we can conclude that as the data moves from lowest layer to highest layer more abstracted information is collected.

A convolutional neural network is a classification algorithm that classifies instances by … CNNs are like appealing black-box solutions, it’s efficient but very challenging to understand the detailed reasons leading to a particular classification result. In addition, CNN algorithm automatically select the most discriminating features.

We briefly introduce baseline CNN architecture and its problem. Then we describe our several deep CNN models to address anomaly classification tasks for large scale system.

First at all, net’s input nodes receive a numeric array, which is then proceeded through the so-called hidden layers until an output or decision of each node is determined by the activation function of that node given an input or set of inputs. At the output layer, the network’s decision about the input is compared to the expected results, and the difference between the network’s guess and the ground-truth labels is utilized to correct the activation thresholds repeatedly to converge on the expected outputs.

Different from conventional feed forward neural networks, CNN have back propagation network .. Assuming that the input vector, the hidden vector and the output vector denoted by X, H and Y respectively. Given that X = (x1,x2,..., xn). ..

Where w is weight matrix, b is a bias vector.

activation function, optimization algorithm, and cost function..

The activation function determines whether and to what extent a signal should be sent to connected nodes. A frequently used activation is just a basic step function that is 0 if its input is less than some threshold and 1 if its input is greater than the threshold. he optimization algorithm determines how the network learns, and more accurately how weights are modified after determining the error. The most common optimization algorithm used is stochastic gradient descent. A cost function is a measure of error, which evaluates how well the neural network performed when making decisions about a given training sample, compared to the expected results.

The more data a deep learning algorithm is trained on, the more accurate it will be.

# 3.2 Deep Convolutional Neural Networks

The one key difference between traditional neural networks and deep neural networks is that Deep CNNs can have many layers in the networks while traditional neural networks contain three layers at most.The traditional CNN consists of one or two hidden layers and this type of structure of the neural network is not suitable for the computation of larger networks. Therefore, a deep stack of the layer of neurons is developed. Deep CNN automatically extracts the features required for the solution of the problem.

Ren et al. [26] show that adding both convolutional and connected layers to pretrained networks can improve performance.

In Deep CNN, each hidden layer is responsible for training the unique set of features based on the output of the previous layer. As the number of hidden layers increases, the complexity and abstraction of data also increase.

Deep CNN ... Figure 3 shows our Deep CNN model, the value computation are described in the following equations.

Q is the logistic sigmoid function,

We can solve the ...problems by using deep CNN.

We applied semantic data, derived from real system operation traces as suggested in []. The data in such format allows analyze the real-time system server operation with a large number of operational anomalies efficiently, moreover, it protects the sensitive information of system services. The procedure of generating semantic data and preprocessing are illustrated as following.

A label can be used as a result indicating whether an instance is an anomaly or not.

Let’s review discriminative algorithms from the perspective of application to finding various types of anomalies. The most suitable type of neural network working with time series is convolutional neural network, if properly built, it allows you to model the most sophisticated dependencies.

The batch size and epoch are 1000, 400 respectively in our CNN architecture. We use relu activation in the fully connected layer and softmax activation in the output layer, Adam gradient decent for the optimizer. The loss function is MSE (mean squared error).

SGD (stochastic gradient descent) gives us the direction of less error, and the learning rate determines how big of a step is taken in that direction. If the learning rate is too high, you may overshoot the error minimum; if it is too low, your training will take forever. This is a hyper-parameter you may need to adjust.

When compared across huge data sets and hyper parameters, different methods have little systematic advantages over another in the measurement performance [11].

Hyper-parameter are crucial for model initialization, unsuitable hyper-parameter settings are not good for model performance. Greff, Klaus, et al. [21] reported that the learning rate and hidden layer size play an important role in the model performance.

the parameters of the algorithm.

Thus, we implement a serials of experiments with different hyper-parameters, i.e., the learning rate and hidden layer size and numbers for algorithm. For the learning rate we pick a value from the set {0.0001, 0.001, 0.01, 0.1}. The possible values for the hidden layer size are {16, 32, 64, 128}.

To find the optimal hyper-parameter values for our models, we do need to run the algorithm with different combination of parameter values.

## 4 Experiments

We performed an extensive set of experiments to assess the effectiveness of our model using several metrics, our data source, and model architectures.

**4.1 Dataset**

Previous work [25] proposed to track the source code to discover the regular layout of log data.

In supervised learning, removing the noise data from the data set often results in a statistically significant increase in accuracy [2].

In fact, many practical anomaly detection problems often require a preprocessing in order to generate the appropriate data to handle with. The final step before the anomaly detection algorithm can be applied is normalization. In practical applications, the min-max normalization is often used, every feature is normalized into a [0, 1] interval, so we apply it in our experiment.

The semantic transformation from a raw unstructured anomaly categorization task to a structured anomaly type classification task requires a solid background knowledge of the data set, which features and instances are so different from the original raw data, namely the generation of a data view [12].

Since the original dataset does not contain any labels, it is more difficult to validate our results. Therefore, we have labeled datasets manually, and apply them to check whether the models we build will be able to detect some typical anomalies in our raw log dataset. The dataset will be subdivided into buckets of single event streaming.

There are 6 month-long data sets, each containing 140 numeric attributes and over 1,000,000 instances. The instances are the events recorded per application per thread, and the class label indicates what anomalous operation system took place.

The datasets that were generated and that are used for this part of the experiments can be found in table 3.

There are three main types of anomaly events, which are depicted in the following graphs.

The enormous amount of log data that has to be processed is an another challenge that has briefly been discussed above as well.

Using a larger set of log data as input for a deep learning model is not always the best choice, as this increases the dimension of the input data, introducing sparsity issues. Therefore, it may negatively impact classification results. Meanwhile, irrelevant or redundant features will bring more noise to the overall process, thus models will obtain inferior performances. We need to prepare, normalize, and vectorize the logs into a numeric array. Log files need to be serialized into the same format that the model trained on,

Log messages on large scale system are used in our experiment to measure the performance of deep CNN classifiers. The original gathered dataset is event-wise log text, so we preprocess the message field property of log records to numeric feature vector, as the input fed to the neural network. The features we selected in our experiments are shown in Table 1. They enable representing the semantic distance between system events and the topic of anomalous behaviour.

This setup started gathering logs from multiple applications within the distributed systems at the beginning of March 2017. Therefore, plenty of log data from different production servers is available for our experiments.

There are 1,000,000 system events that has been gathered from applications on the servers in the dataset and each log message has 140 numerically event-wise features, our models classify them into 13 different classes according to their characteristics. Table 1 reveals the categories of anomalous instances. Internet anomaly instance indicates ...

We here apply 10 percent of original system log dataset for training and test, because of large scale of them. The data ratio of database anomaly instances is bigger than others presented in figure 4, thus database anomalous instances are able to recognized easily, and it will be unfair to the overall model training and evaluation.

We total include 14 different classes of anomalies, each one is assigned a class.

We construct a fully labeled dataset spanning a period of a couple of months with consecutive days. The construction of the semantic data set is conceived with the objective of fundamentally maintaining the underlying structural characteristics of the raw temporal operation data as much as possible. The transformation procedure is described as follows. The first step of the construction procedure consists of manually labeling. Then, we transform the textual information into structured representation.

We divide this vector into m blocks, each one corresponding to a two-minute interval….

The data set gained in this way retains certain features of real log data. It keeps the time-series variations of system operation, also, it maintains the differentiation among a variety of anomaly types.

In order to categorize the anomalies, we take the distributions of anomalies across the types described in table 1.

During several months of trials, we successfully group anomalies with high accuracy. We aim at modeling...

We normalize all the features to an interval from zero to one by mapping a feature value x to …. The input vector consists of 140 features and output vector is comprised of 13 anomaly classifications. As a result, the dimension of input and output is 140 and 13, respectively.

We ca analyze the classification performances for messages aggregated per class.

**4.2 Settings**

Training the neural net is the step that will take the most time and hardware. Running training on GPUs will lead to a significant decrease in training time. We describe our detailed experiments settings in this section, including optimal hyper-parameter values for our deep CNN models to obtain best performance. Our experiment run environment configuration is listed as below:

CPU: Intel Xeon E5-2630 2.4 GHz

GPU: Nvidia Tesla M40

RAM: 64GB

OS: Ubuntu 16.04

In order to evaluate our model, we established various CNN models with different convolutional layers, the size of hidden layer, learning rate and dropout probability.

**4.3 Evaluation Metrics**

Training data is used to recognize the anomaly types within the system. Now, evaluate the performance of the model using test dataset.

This is the process of supervised learning i.e. log data patterns can be defined in advance.

To make a fair comparison between the anomaly performances of classification to determine which model performs best, we specifically extract a confusion matrix with the true positive (TP), false positive (FP), true negative (TN), and false negative (FN) counts

from the results of an algorithm. Then, we can computer four standard evaluation metrics (best accuracy, precision, recall and f1-score) shown in equations 1, 2, 3 and 4 respectively.

Accuracy denotes.., Precision signifies..., Recall ..,F1-score ... Equations of the metrics based on confusion matrix are presented as follow:

**4.4 Results and Discussion**

Using more features increases the dimensionality of the feature space, usually bring in undesirable effects like sparsity, and some redundant or irrelevant features may diminish performance of models in classification.

In this section we describe the proposed anomaly classification approach based on deep learning, focusing on the principal features as input. Deep learning is widely employed lately as it is very efficient in a large number of scenarios, especially for huge amount of high-dimensional datasets.

Besides convolutional neural network approach, we consider deep learning approach in our work. In addition, ... It is clear that the selection of features for classification tasks plays a major role in its empirical performance. CNN approach generally consider the temporal analysis of certain features, it employs a powerful ... to build appealing ...

Convolutional neural network is composed of multiple layers of neurons, each of them generally represented by a non-linear function [], every neural employs an activation function that maps the weighted inputs to the output that is passed to the following layer. The weights, originally set to random values, are iteratively adjusted during the training phase.

Global accuracy, recall and precision, F1-score are consider here to evaluate the performance of our deep learning classification models. Global accuracy Ai indicates the… Recall Ri means, … Precision Pi is… These four standard metrics are widely used for performance evaluation in classification tasks. Accuracy measures…, precision measures…, recall measures…, whereas F1-score measures..

Figure 2 depicts the performance comparison of the 2 classifiers in the classification of all 14 anomalous types. To decrease the influence the bias might bring in to all the evaluations, we employ 8-fold cross-validation with different random splits of the dataset, which indicates that we train and test our models in 8 different train/test dataset combinations.

There are no particular bias for both classifiers. The CNN classifier shows a slightly higher variance in the results, which might suggests that the model is slightly less robust and prone to leading to over-fitting problems.

CNN models provide great insights about

Figure 5 depicts the trends of accuracy, precision, recall and f1-score when the learning rate is increased. We can get best accuracy at learning rate is 0.0001. The recall obtains best recall when we set learning rate 0.001.

Figure 6 shows the effects of hidden layer size on model classification performance. With the size growing, accuracy.., precision..,

After optimizing both models, initial results showed CNN had much greater accuracy. The confusion matrices below allows visualization of performance for the CNN (fig 4)

models by showing percentage of total test data’s predicted label as compared to its ground-truth label.

Using the same CNN network with tuned regularization parameter and learning rate, the greatest accuracy of 98% was achieved for network classification. However, all 6 classes data on the same model yielded average 92.1% accuracy.

We evaluate our proposed deep learning approaches in this section by comparing anomalous instances classification performances achieved by all methods.

In the testing phase, we test the 20,000 events and repeat 10 times to calculate the average performance of CNN classifiers.

Not only the occurrence event is categorized in our experiment, but also the whole duration is classified here. Note that CNN is meant to be applied in the temporal dataset.

There are big differences between the models shown in Table 5. Based on those results, we can see that the model E has the best performance overall, Another interesting trend we can observe is the fact that

Some of the models provide more insights about the performance of models if we look at the more detailed results in table 6. Model B’s F1-score actually comes close to the F1-score of the model C

CNN achieves almost perfect classification performance in both cases, even slightly surpassing the CNN classifier. Figure 2 presents the classification results achieved by CNN on all features. We can conclude that CNN offers an accuracy comparable or even slightly better that that achieved by CNN in all anomalous types.

The classification performance obtained of type database anomalies is slightly worse than that of type file.

It should also be taken into account that there is a certain level of subjectiveness to the manual classification process, which may influence the results. This is caused by the fact that there are no strict

rules that determine whether something is an anomaly. Model E seems to give the best performance of the all models.

## 5 Conclusion

In this paper we have proposed a deep convolutional neural network approach for anomaly event classification on distributed systems, offering a very powerful and straightforward technique to categorize anomalous instances. We generated dataset by extracting semantic information from large scale system log text. We take a series studies to find the proper learning rate and hidden layer size. We achieved an overall accuracy of 98.01%, which shows the potentiality of deep CNN for anomaly classification tasks on distributed systems.

Deep CNN model B is the most successful with 92.6% accuracy

In a nutshell, we believe this appealing approach is capable of providing high insights for understanding system server operations without disclosing any business sensitive information. By depending on deep learning techniques, we have shown the classification performance of the labeled anomalies in an efficient fashion. In general, CNN approach outperforms the CNN method. We will explore better deep learning model for anomaly classification in the future work.

This area is still on-going research, and it requires a lot of work to build the model for the time series. Should you succeed, you may achieve outstanding performance results in terms of accuracy.

In this paper, we have made a comparison between different models to anomaly event classification. We evaluated the performance of these models when applied to an anomaly event task for application log data analysis. It turned out that the relatively model E gave the best performance. However,

The obvious but useful extension to this work would be to extend the experiments to more algorithms to see if there are algorithms available that work even better. With more data could also be useful since that could add the possibility of researching changing trends in the data and how the different algorithms cope with these changes.

However it also faces many challenges.

There are still a few things that need to be done to get this automatic classification running in a production environment.

The novelty of our work lies in the automatic anomaly classification of system events and states from streaming operational logs. Through the evaluation of ..;
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