Module3\_Assignment2

parole <- read\_csv("C:/Users/cltma/OneDrive/Documents/BAN502/Module3/Module 3 Assignment 2/Module3\_Assignment2/parole.csv")

##   
## -- Column specification --------------------------------------------------------  
## cols(  
## male = col\_double(),  
## race = col\_double(),  
## age = col\_double(),  
## state = col\_double(),  
## time.served = col\_double(),  
## max.sentence = col\_double(),  
## multiple.offenses = col\_double(),  
## crime = col\_double(),  
## violator = col\_double()  
## )

parole <- parole %>%   
 mutate(male = as\_factor(male)) %>%  
 mutate(race = as\_factor(race)) %>%  
 mutate(state = as\_factor(state)) %>%  
 mutate(crime = as\_factor(crime)) %>%  
 mutate(multiple.offenses =as\_factor(multiple.offenses)) %>%  
 mutate(violator = as\_factor(violator)) %>%  
 mutate(male = fct\_recode(male, "Female" = "0", "Male" = "1" )) %>%  
 mutate(race = fct\_recode(race, "Non-White" = "2", "White" = "1" )) %>%  
 mutate(state = fct\_recode(state, "Kentucky" = "2", "Louisiana" = "3", "Virginia" = "4", "Other" = "1")) %>%  
 mutate(crime = fct\_recode(crime, "Larceny" = "2", "Drug-Related Crime" = "3", "Driving-Related Crime" = "4", "All Other" = "1")) %>%  
 mutate(multiple.offenses = fct\_recode(multiple.offenses, "No" = "0", "Yes" = "1" )) %>%  
 mutate(violator = fct\_recode(violator, "No" = "0", "Yes" = "1" ))  
  
summary(parole)

## male race age state time.served   
## Female:130 White :389 Min. :18.40 Other :143 Min. :0.000   
## Male :545 Non-White:286 1st Qu.:25.35 Kentucky :120 1st Qu.:3.250   
## Median :33.70 Louisiana: 82 Median :4.400   
## Mean :34.51 Virginia :330 Mean :4.198   
## 3rd Qu.:42.55 3rd Qu.:5.200   
## Max. :67.00 Max. :6.000   
## max.sentence multiple.offenses crime violator   
## Min. : 1.00 No :313 All Other :315 No :597   
## 1st Qu.:12.00 Yes:362 Larceny :106 Yes: 78   
## Median :12.00 Drug-Related Crime :153   
## Mean :13.06 Driving-Related Crime:101   
## 3rd Qu.:15.00   
## Max. :18.00

glimpse(parole)

## Rows: 675  
## Columns: 9  
## $ male <fct> Male, Female, Male, Male, Male, Male, Male, Femal...  
## $ race <fct> White, White, Non-White, White, Non-White, Non-Wh...  
## $ age <dbl> 33.2, 39.7, 29.5, 22.4, 21.6, 46.7, 31.0, 24.6, 3...  
## $ state <fct> Other, Other, Other, Other, Other, Other, Other, ...  
## $ time.served <dbl> 5.5, 5.4, 5.6, 5.7, 5.4, 6.0, 6.0, 4.8, 4.5, 4.7,...  
## $ max.sentence <dbl> 18, 12, 12, 18, 12, 18, 18, 12, 13, 12, 12, 12, 1...  
## $ multiple.offenses <fct> No, No, No, No, No, No, No, No, No, No, Yes, No, ...  
## $ crime <fct> Driving-Related Crime, Drug-Related Crime, Drug-R...  
## $ violator <fct> No, No, No, No, No, No, No, No, No, No, No, No, N...

### Task 1

set.seed(12345)  
parole\_split = initial\_split(parole, prob = 0.70, strata = violator)  
train = training(parole\_split)  
test = testing(parole\_split)

### Task 2

#### Male

tMale = table(parole$violator, parole$male)  
prop.table(tMale, margin = 2)

##   
## Female Male  
## No 0.8923077 0.8825688  
## Yes 0.1076923 0.1174312

view(tMale)

Very little difference in the proportion of violators based upon gender.

#### Race

tRace = table(parole$violator, parole$race)  
prop.table(tRace, margin = 2)

##   
## White Non-White  
## No 0.90488432 0.85664336  
## Yes 0.09511568 0.14335664

view(tRace)

Non-White seems to make up a slightly smaller proportion of parole violators.

#### State

tState = table(parole$violator, parole$state)  
prop.table(tState, margin = 2)

##   
## Other Kentucky Louisiana Virginia  
## No 0.86013986 0.88333333 0.54878049 0.97878788  
## Yes 0.13986014 0.11666667 0.45121951 0.02121212

glimpse(tState)

## 'table' int [1:2, 1:4] 123 20 106 14 45 37 323 7  
## - attr(\*, "dimnames")=List of 2  
## ..$ : chr [1:2] "No" "Yes"  
## ..$ : chr [1:4] "Other" "Kentucky" "Louisiana" "Virginia"

Louisiana seems to have a much higher proportion of parole violators compared to other states. However, the data set for Louisiana seems small compared to other states, so the proportion may be skewed with outliers.

#### Crime

tCrime = table(parole$violator, parole$crime)  
prop.table(tCrime, margin = 2)

##   
## All Other Larceny Drug-Related Crime Driving-Related Crime  
## No 0.87619048 0.87735849 0.87581699 0.93069307  
## Yes 0.12380952 0.12264151 0.12418301 0.06930693

view(tCrime)

The proportions broken down by type of crime committed seems to be be consistent across the various types of crime except for Driving-Related Crimes which are somewhat lower.

#### Multiple.Offenses

tMultiple.Offenses = table(parole$violator, parole$multiple.offenses)  
prop.table(tMultiple.Offenses, margin = 2)

##   
## No Yes  
## No 0.9201278 0.8535912  
## Yes 0.0798722 0.1464088

view(tMultiple.Offenses)

Multiple Offenses seems to cause the proportion to almost double.

Based on an analysis of proportions Multiple.Offenses, race and state seems to be good predictors. The proportions when moving from False Positive to True Positive is significant in each.

### Task 3

parole\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
parole\_recipe = recipe(violator ~ state, parole) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(parole\_recipe) %>%   
 add\_model(parole\_model)  
  
parole\_fit = fit(logreg\_wf, parole)

summary(parole\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.0955 -0.4981 -0.2071 -0.2071 2.7760   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.8165 0.2411 -7.534 4.92e-14 \*\*\*  
## state\_Kentucky -0.2079 0.3728 -0.558 0.577   
## state\_Louisiana 1.6207 0.3277 4.946 7.58e-07 \*\*\*  
## state\_Virginia -2.0153 0.4517 -4.461 8.15e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 483.27 on 674 degrees of freedom  
## Residual deviance: 382.89 on 671 degrees of freedom  
## AIC: 390.89  
##   
## Number of Fisher Scoring iterations: 6

### Task 4

train\_male\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_male\_recipe = recipe(violator ~ male, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_male\_recipe) %>%   
 add\_model(train\_male\_model)  
  
train\_male\_fit = fit(logreg\_wf, train)

summary(train\_male\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.4981 -0.4981 -0.4981 -0.4942 2.0801   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.04122 0.33613 -6.073 1.26e-09 \*\*\*  
## male\_Male 0.01684 0.36890 0.046 0.964   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 364.66 on 505 degrees of freedom  
## AIC: 368.66  
##   
## Number of Fisher Scoring iterations: 4

train\_race\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_race\_recipe = recipe(violator ~ race, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_race\_recipe) %>%   
 add\_model(train\_race\_model)  
  
train\_race\_fit = fit(logreg\_wf, train)

summary(train\_race\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.5304 -0.5304 -0.4708 -0.4708 2.1236   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.1440 0.1930 -11.111 <2e-16 \*\*\*  
## race\_Non.White 0.2538 0.2774 0.915 0.36   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 363.83 on 505 degrees of freedom  
## AIC: 367.83  
##   
## Number of Fisher Scoring iterations: 4

train\_state\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_state\_recipe = recipe(violator ~ state, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_state\_recipe) %>%   
 add\_model(train\_state\_model)  
  
train\_state\_fit = fit(logreg\_wf, train)

summary(train\_state\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.0008 -0.5405 -0.2204 -0.2204 2.7312   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.84958 0.28751 -6.433 1.25e-10 \*\*\*  
## state\_Kentucky 0.09704 0.41584 0.233 0.815481   
## state\_Louisiana 1.41880 0.38226 3.712 0.000206 \*\*\*  
## state\_Virginia -1.85583 0.50341 -3.686 0.000227 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 300.70 on 503 degrees of freedom  
## AIC: 308.7  
##   
## Number of Fisher Scoring iterations: 6

train\_crime\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_crime\_recipe = recipe(violator ~ crime, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_crime\_recipe) %>%   
 add\_model(train\_crime\_model)  
  
train\_crime\_fit = fit(logreg\_wf, train)

summary(train\_crime\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.5216 -0.5216 -0.5200 -0.3616 2.3495   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.926009 0.198766 -9.690 <2e-16 \*\*\*  
## crime\_Larceny -0.006829 0.378913 -0.018 0.986   
## crime\_Drug.Related.Crime -0.030054 0.347904 -0.086 0.931   
## crime\_Driving.Related.Crime -0.768618 0.503010 -1.528 0.127   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 361.73 on 503 degrees of freedom  
## AIC: 369.73  
##   
## Number of Fisher Scoring iterations: 5

train\_multiple.offenses\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_multiple.offenses\_recipe = recipe(violator ~ multiple.offenses, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_multiple.offenses\_recipe) %>%   
 add\_model(train\_multiple.offenses\_model)  
  
train\_multiple.offenses\_fit = fit(logreg\_wf, train)

summary(train\_multiple.offenses\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -0.5663 -0.5663 -0.4088 -0.4088 2.2466   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.4401 0.2392 -10.201 <2e-16 \*\*\*  
## multiple.offenses\_Yes 0.6909 0.2942 2.348 0.0189 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 358.85 on 505 degrees of freedom  
## AIC: 362.85  
##   
## Number of Fisher Scoring iterations: 5

State has the lowest AIC, so would be the preferable variable to use in the model if only using one variable.

### Task 5

train\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
train\_recipe = recipe(violator ~ state + race + multiple.offenses, train) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(train\_recipe) %>%   
 add\_model(train\_model)  
  
train\_fit = fit(logreg\_wf, train)

summary(train\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.2598 -0.4718 -0.2675 -0.2173 2.7414   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.5431 0.3579 -7.106 1.20e-12 \*\*\*  
## state\_Kentucky 0.4036 0.4470 0.903 0.367   
## state\_Louisiana 0.7135 0.4481 1.592 0.111   
## state\_Virginia -2.7907 0.5570 -5.010 5.43e-07 \*\*\*  
## race\_Non.White 0.4215 0.3527 1.195 0.232   
## multiple.offenses\_Yes 1.5998 0.3684 4.342 1.41e-05 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 364.67 on 506 degrees of freedom  
## Residual deviance: 277.99 on 501 degrees of freedom  
## AIC: 289.99  
##   
## Number of Fisher Scoring iterations: 6

The variable with the most significant p-values are multiple offender = yes. The AIC score is lower including the multiple variables above rather than selecting just an individual variable.

### Task 6

newdata = data.frame(race = "White", state = "Louisiana", multiple.offenses = "Yes")  
predict(train\_fit, newdata, type="prob")

## # A tibble: 1 x 2  
## .pred\_No .pred\_Yes  
## <dbl> <dbl>  
## 1 0.557 0.443

newdata = data.frame(race = "Non-White", state = "Kentucky", multiple.offenses = "No")  
predict(train\_fit, newdata, type="prob")

## # A tibble: 1 x 2  
## .pred\_No .pred\_Yes  
## <dbl> <dbl>  
## 1 0.848 0.152

### Task 7

predictions = predict(train\_fit, train, type="prob")[2]  
head(predictions)

## # A tibble: 6 x 1  
## .pred\_Yes  
## <dbl>  
## 1 0.0729  
## 2 0.0729  
## 3 0.0729  
## 4 0.107   
## 5 0.107   
## 6 0.0729

ROCRpred = prediction(predictions, train$violator)  
  
ROCRperf = performance(ROCRpred, "tpr", "fpr")  
plot(ROCRperf, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))

![](data:image/png;base64,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)

as.numeric(performance(ROCRpred, "auc")@y.values)

## [1] 0.834916

opt.cut = function(perf, pred){  
 cut.ind = mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],   
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf, ROCRpred))

## [,1]  
## sensitivity 0.7118644  
## specificity 0.7968750  
## cutoff 0.1070172

### Task 8

t1 = table(train$violator,predictions > 0.1070172)  
t1

##   
## FALSE TRUE  
## No 368 80  
## Yes 18 41

#### Accuracy

(t1[1,1]+t1[2,2])/nrow(train)

## [1] 0.8067061

#### Sensitivity

41/(41+368)

## [1] 0.1002445

#### Specificity

80/(80+18)

## [1] 0.8163265

Incorrectly classifying a parolee could mean that the model could be inaccurate and skewed when making decisions on ways to prevent parole violations.

### Task 9

t1 = table(train$violator,predictions > 0.5)  
t1

##   
## FALSE TRUE  
## No 434 14  
## Yes 42 17

(t1[1,1]+t1[2,2])/nrow(train)

## [1] 0.8895464

t1 = table(train$violator,predictions > 0.4)  
t1

##   
## FALSE TRUE  
## No 426 22  
## Yes 35 24

(t1[1,1]+t1[2,2])/nrow(train)

## [1] 0.887574

t1 = table(train$violator,predictions > 0.3)  
t1

##   
## FALSE TRUE  
## No 418 30  
## Yes 33 26

(t1[1,1]+t1[2,2])/nrow(train)

## [1] 0.8757396

t1 = table(train$violator,predictions > .54)  
t1

##   
## FALSE TRUE  
## No 434 14  
## Yes 42 17

(t1[1,1]+t1[2,2])/nrow(train)

## [1] 0.8895464

test\_model =   
 logistic\_reg(mode = "classification") %>%   
 set\_engine("glm")  
  
test\_recipe = recipe(violator ~ state + race + multiple.offenses, test) %>%  
step\_dummy(all\_nominal(), -all\_outcomes())  
  
logreg\_wf = workflow() %>%  
 add\_recipe(test\_recipe) %>%   
 add\_model(test\_model)  
  
test\_fit = fit(logreg\_wf, test)

summary(test\_fit$fit$fit$fit)

##   
## Call:  
## stats::glm(formula = ..y ~ ., family = stats::binomial, data = data)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.05006 -0.34730 -0.18450 -0.07472 2.85723   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.7780 0.6922 -4.013 5.99e-05 \*\*\*  
## state\_Kentucky -1.2869 1.1457 -1.123 0.261322   
## state\_Louisiana 0.7853 0.8831 0.889 0.373907   
## state\_Virginia -4.9570 1.4212 -3.488 0.000487 \*\*\*  
## race\_Non.White 2.1086 0.8736 2.414 0.015798 \*   
## multiple.offenses\_Yes 1.8551 0.8156 2.274 0.022941 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 118.59 on 167 degrees of freedom  
## Residual deviance: 64.53 on 162 degrees of freedom  
## AIC: 76.53  
##   
## Number of Fisher Scoring iterations: 7

predictions2 = predict(test\_fit, test, type="prob")[2]  
head(predictions2)

## # A tibble: 6 x 1  
## .pred\_Yes  
## <dbl>  
## 1 0.339   
## 2 0.0585  
## 3 0.339   
## 4 0.0585  
## 5 0.0585  
## 6 0.0585

t2 = table(test$violator,predictions2 > .54)  
t2

##   
## FALSE TRUE  
## No 148 1  
## Yes 12 7

(t2[1,1]+t2[2,2])/nrow(test)

## [1] 0.922619

The accuracy of the test data using the probability threshold of .54 is slightly higher at .922 versus accuracy of the training set at .8895.