Appendix

Conner McCloney

#SVMs  
suppressMessages(library(e1071))  
subset <- pulsar\_data[1:1000,]  
pulsar\_data$target\_class <- as.factor(pulsar\_data$target\_class)  
subset$target\_class <- as.factor(subset$target\_class)  
svmfit1=svm(target\_class~.,data=subset,kernel="linear",cost=10,scale=FALSE)  
summary(svmfit1)

##   
## Call:  
## svm(formula = target\_class ~ ., data = subset, kernel = "linear",   
## cost = 10, scale = FALSE)  
##   
##   
## Parameters:  
## SVM-Type: C-classification   
## SVM-Kernel: linear   
## cost: 10   
##   
## Number of Support Vectors: 47  
##   
## ( 25 22 )  
##   
##   
## Number of Classes: 2   
##   
## Levels:   
## 0 1

ypred1=predict(svmfit1,pulsar\_data)  
table(predict=ypred1,pulsar\_data$target\_class)

##   
## predict 0 1  
## 0 16195 314  
## 1 64 1325

svmfit2=svm(target\_class~.,data=subset,kernel="radial",gamma=1,cost=1)  
summary(svmfit2)

##   
## Call:  
## svm(formula = target\_class ~ ., data = subset, kernel = "radial",   
## gamma = 1, cost = 1)  
##   
##   
## Parameters:  
## SVM-Type: C-classification   
## SVM-Kernel: radial   
## cost: 1   
##   
## Number of Support Vectors: 269  
##   
## ( 196 73 )  
##   
##   
## Number of Classes: 2   
##   
## Levels:   
## 0 1

ypred2=predict(svmfit2,pulsar\_data)  
table(predict=ypred2,pulsar\_data$target\_class)

##   
## predict 0 1  
## 0 16228 673  
## 1 31 966

cat("Tree-based - Bagging\n")

## Tree-based - Bagging

suppressMessages(library(randomForest))  
train<-sample(1:nrow(pulsar\_data),1000)  
bag=randomForest(target\_class~.,data=pulsar\_data,subset=train,mtry=8,importance=TRUE)  
bag

##   
## Call:  
## randomForest(formula = target\_class ~ ., data = pulsar\_data, mtry = 8, importance = TRUE, subset = train)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 8  
##   
## OOB estimate of error rate: 2.8%  
## Confusion matrix:  
## 0 1 class.error  
## 0 893 8 0.008879023  
## 1 20 79 0.202020202

cat("Tree-based - RF\n")

## Tree-based - RF

RF=randomForest(target\_class~.,data=pulsar\_data,subset=train,mtry=4,importance=TRUE)  
RF

##   
## Call:  
## randomForest(formula = target\_class ~ ., data = pulsar\_data, mtry = 4, importance = TRUE, subset = train)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 4  
##   
## OOB estimate of error rate: 2.9%  
## Confusion matrix:  
## 0 1 class.error  
## 0 892 9 0.009988901  
## 1 20 79 0.202020202

cat("Tree-based - Boosting\n")

## Tree-based - Boosting

suppressMessages(library(gbm))  
Boost=gbm(target\_class~.,data=pulsar\_data[train,],distribution = "gaussian")  
class(pulsar\_data$target\_class)

## [1] "factor"

summary(Boost)

![](data:image/png;base64,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)

## var  
## Excess.kurtosis.of.the.integrated.profile Excess.kurtosis.of.the.integrated.profile  
## Skewness.of.the.integrated.profile Skewness.of.the.integrated.profile  
## Standard.deviation.of.the.DM.SNR.curve Standard.deviation.of.the.DM.SNR.curve  
## Standard.deviation.of.the.integrated.profile Standard.deviation.of.the.integrated.profile  
## Mean.of.the.integrated.profile Mean.of.the.integrated.profile  
## Mean.of.the.DM.SNR.curve Mean.of.the.DM.SNR.curve  
## Skewness.of.the.DM.SNR.curve Skewness.of.the.DM.SNR.curve  
## Excess.kurtosis.of.the.DM.SNR.curve Excess.kurtosis.of.the.DM.SNR.curve  
## rel.inf  
## Excess.kurtosis.of.the.integrated.profile 90.1402619  
## Skewness.of.the.integrated.profile 4.8414136  
## Standard.deviation.of.the.DM.SNR.curve 1.5989070  
## Standard.deviation.of.the.integrated.profile 1.4075398  
## Mean.of.the.integrated.profile 1.0516628  
## Mean.of.the.DM.SNR.curve 0.4215940  
## Skewness.of.the.DM.SNR.curve 0.2909789  
## Excess.kurtosis.of.the.DM.SNR.curve 0.2476419

yhat.boost <- predict(Boost,newdata=pulsar\_data[-train,],n.trees=100)  
pulsar\_data$target\_class <- as.numeric(pulsar\_data$target\_class)  
boost.test=pulsar\_data[-train,"target\_class"]  
cat("Error rate: ",mean((yhat.boost-boost.test)^2))

## Error rate: 0.0198858