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***Abstract*—** In today’s cybercrime environment, Distributed Denial-of-Service (DDoS) attacks are becoming more prevalent. DDoS attacks are a major cybersecurity threat where attackers overwhelm a target system with additional traffic to disrupt its services. Botnets are often used to amplify

and distribute these attacks, making them more potent and harder to mitigate. In this paper, we aim to utilize traditional machine learning algorithms pattern detection capabilities to identify predicate features of DDoS attacks and explore any correlations to botnet activity. This approach based on the performance metrics below suggests a successful outcome of using traditional machine learning algorithms in establishing a detection system to identify future DDoS attacks on a target system.
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# Introduction and related work

As DDoS attacks increase worldwide so will the need for an accurate detection system to alert target systems of a potential attack.

Research other papers on topic.

This paper focuses on DDoS activity as it relates to Internet of Things (IOT) and the possible correlation between DDoS attack and botnet activity. This paper seeks to answer the following questions:

1. What are the key network features that serve as indicators or predictors of future DDoS attacks targeting IOT devices?
2. Does botnet activity have any correlation to DDoS attacks? If so, how?

The results of our research indicated that traditional machine learning algorithms such as Logistic Regression, Random Forest and SVM identified high performance.

# Approach

## Data Collection

## Pre-processing

## Feature Extraction

## Classification

# experiments and analysis
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