breastCancer4.r

setwd("C:/Users/Tony/Dropbox/Rowan/DM2/Lecture1/WisconsinBreastCancer")  
f=read.csv(file="wdbc\_data\_abclean.csv",header=F,stringsAsFactors = TRUE)  
  
dim(f)

## [1] 569 32

f[1,]

## V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11  
## 1 842302 1 17.99 10.38 122.8 1001 0.1184 0.2776 0.3001 0.1471 0.2419  
## V12 V13 V14 V15 V16 V17 V18 V19 V20  
## 1 0.07871 1.095 0.9053 8.589 153.4 0.006399 0.04904 0.05373 0.01587  
## V21 V22 V23 V24 V25 V26 V27 V28 V29 V30  
## 1 0.03003 0.006193 25.38 17.33 184.6 2019 0.1622 0.6656 0.7119 0.2654  
## V31 V32  
## 1 0.4601 0.1189

## We don't need the first column, it's just an id  
ff <-subset(f,select=-V1)  
dim(ff)

## [1] 569 31

library(plyr)

## Warning: package 'plyr' was built under R version 3.3.3

count(ff,c("V2"))

## V2 freq  
## 1 0 357  
## 2 1 212

## 357 benign, 212 malignant  
  
  
set.seed(2)  
train=sample(1:nrow(ff),nrow(ff)\*(8/10))  
test=-train  
  
trainingData=ff[train,]  
testingData=ff[test,]  
dim(trainingData)

## [1] 455 31

dim(testingData)

## [1] 114 31

## We make V2 a factor because if it's a factor the randomforest call  
## solves as classification. Otherwise it attempts a regression  
## in other words it will return a 0 or 1 in this case rather than a range between 0 and 1  
formula = as.factor(V2)~V3+V4+V5+V6+V7+V8+V9+V10+V11+V12+V13+V14+V15+V16+V17+V18+V19+V20+V21+V22+V23+V24+V25+V26+V27+V28+V29+V30+V31+V32  
  
##install.packages("randomForest")  
library(randomForest)

## randomForest 4.6-12

## Type rfNews() to see new features/changes/bug fixes.

fit <- randomForest(formula,  
 data=trainingData,   
 importance=TRUE,   
 ntree=2000)  
  
  
  
testingData$result <- predict(fit, testingData)  
count(testingData,c("V2","result"))

## V2 result freq  
## 1 0 0 77  
## 2 0 1 1  
## 3 1 0 2  
## 4 1 1 34

err = 3/(77+3+34)  
err

## [1] 0.02631579

## Let's compare this to a single tree using   
library(rpart)  
treeFit <- rpart(formula,  
 data=trainingData,method="class")  
  
testingData$result2 <- predict(treeFit, testingData,type="class")  
  
  
count(testingData,c("V2","result2"))

## V2 result2 freq  
## 1 0 0 76  
## 2 0 1 2  
## 3 1 0 2  
## 4 1 1 34

err = 4/(76+4+34)  
err

## [1] 0.03508772

## One more error than forest  
  
  
count(testingData,c("V2","result","result2"))

## V2 result result2 freq  
## 1 0 0 0 76  
## 2 0 0 1 1  
## 3 0 1 1 1  
## 4 1 0 0 2  
## 5 1 1 1 34

## single tree gives one more false positive than forest  
  
plot(treeFit); text(treeFit)

![](data:image/png;base64,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)

y <- sapply(trainingData$V2, function(x){ifelse(x == 0, -1, 1)})  
trainingData[1,]

## V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12  
## 106 1 13.11 15.56 87.21 530.2 0.1398 0.1765 0.2071 0.09601 0.1925 0.07692  
## V13 V14 V15 V16 V17 V18 V19 V20 V21  
## 106 0.3908 0.9238 2.41 34.66 0.007162 0.02912 0.05473 0.01388 0.01547  
## V22 V23 V24 V25 V26 V27 V28 V29 V30 V31  
## 106 0.007098 16.31 22.4 106.4 827.2 0.1862 0.4099 0.6376 0.1986 0.3147  
## V32  
## 106 0.1405

dim(trainingData)

## [1] 455 31

x<-trainingData[,2:31]  
w<-rep(1/455,455)  
  
#install.packages("freestats")  
library(freestats)

## Warning: package 'freestats' was built under R version 3.3.3

weak <- decisionStump(X=x,w=w,y=y)  
weak

## $j  
## [1] 21  
##   
## $theta  
## [1] 16.76  
##   
## $m  
## [1] 1  
##   
## attr(,"class")  
## [1] "ds"

x[1:5,21]

## [1] 16.31 12.68 13.71 24.22 23.23

pred <- sapply(x[,21], function(s){ifelse(s <= 16.76,0,1)})  
  
pred[1:10]

## [1] 0 0 0 1 1 0 1 1 1 0

results<-data.frame(y,pred)  
count(results,c("pred","y"))

## pred y freq  
## 1 0 -1 269  
## 2 0 1 27  
## 3 1 -1 10  
## 4 1 1 149

37/455

## [1] 0.08131868

## 8% error. Pretty strong for a weak learner!  
  
## Could also check my error like this  
result5 <- classify(weak,x)  
results<-data.frame(y,result5)  
count(results,c("y","result5"))

## y result5 freq  
## 1 -1 -1 269  
## 2 -1 1 10  
## 3 1 -1 27  
## 4 1 1 149

## same result of course  
  
  
  
## We can build our own boosting algorithm using the decisionStump above, but ## we'll just use the one that's already built.  
  
## We'll start with 10 trees since we know our data is highly predictive  
res <- adaBoost(dat.train=x,y.train=y,B=10)  
result6<-classify(res,testingData[,2:31])  
result6[1:10]

## [1] 1 1 1 1 1 1 -1 -1 -1 -1

result7<-data.frame(testingData$V2,result6)  
result7[1:5,]

## testingData.V2 result6  
## 1 1 1  
## 2 1 1  
## 3 1 1  
## 4 1 1  
## 5 1 1

count(result7,c("testingData.V2","result6"))

## testingData.V2 result6 freq  
## 1 0 -1 78  
## 2 1 -1 2  
## 3 1 1 34

## 2 errors (1 fewer than with bagging; still 2 false negatives though which ## is bad)  
err<-2/(78+2+34)  
err

## [1] 0.01754386

1-err

## [1] 0.9824561