Name: **Pratik Rajendra Deshpande**  Dr. Sanda Harabagiu

Student netID **PRD190001** Fall 2020

CS 6364

Take Home Quiz 2

**Instructions:** Do not communicate with anyone in any shape or form. This is an independent test. Do not delete any problem formulation, just attach your answer in the space provided. If the problem is deleted and you send only the answer, you shall receive ZERO points.

Copy and paste the Quiz into a Word document, enter your answers (either by typing in Word, or by inserting a VERY CLEAR picture of your hand-written solution) and transform the quiz into a PDF format. If we cannot clearly read the picture, you will get ZERO for that answer! Make sure that you insert EACH answer immediately after EACH question. Failure to do so will result in ZERO points for the entire quiz! Submit the PDF file with the **name QUIZ\_2\_netID.pdf**, where netID is your unique netid provided by UTD. If you submit your quiz in any other format your will receive ZERO points. The Quiz shall be submitted in eLearning before the deadline. No late submissions shall be graded!

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ **Problem 1**: Consider the following search graph:
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1. Perform **Uniform-Cost Search** to find a solution for the search problem if the initial node is *S* and the goal node is *G*.

Provide the current node and the contents of the explored list (*3 points*) and the content of the frontier (*6 points*) **at each step of the search**.

The format of the frontier should be:

{Node1 (path-cost to Node1), Node2 (path-cost to Node2 ,… . E.g. A ,B ,…..

Indicate the solution path from *S* to *G* (*3 points*) as well as its cost (*3 points*). (**TOTAL: 15 points**)

**Answer:**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Step | Current Node | Is It a Goal? | Frontier | Explored |
| 1 | S | No | {A(1),B(2),C(3)} | {S} |
| 2 | A | No | {B(2),D(2),C(3),H(6)} | {S,A} |
| 3 | B | No | {D(2),E(3),C(3),H(6)} | {S,A,B} |
| 4 | D | No | {E(3),C(3),G(5),H(5)} | {S,A,B,D} |
| 5 | E | No | {C(3),G(5),H(5)} | {S,A,B,D,E} |
| 6 | C | No | {G(5),H(5),F(5)} | {S,A,B,D,E,C} |
| 7 | G | Yes | - | - |

Return *(PATH)* **G <- D <- A <- S**

Path Cost: 3 + 1 + 1 = **5**

1. If an informed search strategy, such as A\*, needs to be performed on the same graph, given knowledge about the true-cost to the goal from each node, what are all the possible values of variables *a,* *b*, *c, d* and *e* such that the heuristic is admissible? (**TOTAL: 15 points**)

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Node | S | A | B | C | D | E | F | G | H |
| Heuristic Value | 5 | *a* | 3 | 3 | 3 | 4 | 2 | 0 | *e* |
| True-Cost | 6 | 5 | *b* | 3 | 5 | *c* | *d* | 0 | 10 |

**Answer:**

To solve for the values of *a-e* we need to recall the property of the ***admissible heuristics*** that they ***never over-estimate*** the value to the Node. As Heuristic is an estimate distance to the goal state it cannot be negative.

Value of *a:* ***0 < a <= 5***

Value of *b:* ***3 <= b***

Value of *c:* ***4 <= c***

Value of *d:* ***2 <= d***

Value of *e:* ***0 < e <= 10***

1. If an informed search needs to be performed on the same graph and the heuristics function has the following values in the graph nodes:

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Node | S | A | B | C | D | E | F | G | H |
| Heuristic Value | 5 | 4 | 5 | 3 | 3 | 4 | 2 | 0 | 1 |

Find if this heuristic function is consistent. (**TOTAL: 15 points**)

**Answer:**
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|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Node (n)** | **Successor (n’)** | **h(n)** | **c(n’)** | **c(n’) + h(n’)** | **h(n) ≤ c(n,a,n') + h(n')** |
| S | A | 5 | 1 | 1+4=5 | Satisfied |
| S | B | 5 | 2 | 2+5=7 | Satisfied |
| S | C | 5 | 3 | 3+3=6 | Satisfied |
| A | D | 4 | 1 | 1+3=4 | Satisfied |
| A | H | 4 | 5 | 5+1=6 | Satisfied |
| B | D | 5 | 2 | 2+3=5 | Satisfied |
| B | E | 5 | 1 | 1+4=5 | Satisfied |
| C | E | 3 | 3 | 3+4=7 | Satisfied |
| C | F | 3 | 2 | 2+2=4 | Satisfied |
| F | E | 2 | 6 | 6+4=10 | Satisfied |
| E | G | 4 | 4 | 4+0=4 | Satisfied |
| D | H | 3 | 3 | 3+1=4 | Satisfied |
| D | G | 3 | 3 | 3+0=3 | Satisfied |
| H | G | 1 | 1 | 1+0=1 | Satisfied |

**As the triangle inequality holds true for every node, the above heuristic values are *consistent*.**

**Problem 2**: Heuristic Search:

Consider the 8-puzzle problem, with the initial state represented as *I* and the Goal State as *G*:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  | | --- | | 7 | | 1 | | |  | | --- | | 4 | | 3 | | 8 | | |  | | --- | | 2 | | 5 | | 6 | | |  |  |  | | --- | --- | --- | | 1 | 2 | 3 | | 8 |  | 4 | | 7 | 6 | 5 | |
|  |

*I G*

If the cost of sliding the empty square is equal to the sum of its neighboring squares in the successor state and you use a ℎ𝑒𝑢𝑟𝑠𝑡𝑖𝑐 = 2× 𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛\_𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒, provide the details of the first 3 steps of the search using the Recursive Best-First Search (RBFS) strategy. (**TOTAL: 55 points**)

*Hint 1:*  You will have to fill the values of the following table: (**30 points**)

|  |  |  |  |
| --- | --- | --- | --- |
|  | STEP 1 | STEP 2 | STEP 3 |
| ***F\_limit*** | ? | ? | ? |
| ***best*** | ? | ? | ? |
| ***alternative*** | ? | ? | ? |
| ***Current State*** | ? | ? | ? |
| ***New State*** | ? | ? | ? |

*Hint 2:*  The following two examples show how you compute the cost of getting from a state *Si*to a state *Sj*, when using some specific action:

**EXAMPLE 1 EXAMPLE 2**

|  |  |  |
| --- | --- | --- |
| 2 | 4 | 5 |
| 1 |  | 3 |
| 6 | 8 | 7 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 2 | 4 | 5 |  | 2 | 4 | 5 |
| 1 | 3 |  | 1 | 3 |  |
| 6 | 8 | 7 | 6 | 8 | 7 |

|  |  |  |
| --- | --- | --- |
| 2 | 4 |  |
| 1 | 3 | 5 |

|  |  |  |
| --- | --- | --- |
| 6 | 8 | 7 |

*DOWNLEFT*

*Si Sj Si Sj*

For EXAMPLE 1: g(*Si, DOWN, Sj*)=5+3+7=15. For EXAMPLE 2: g(*Si, LEFT, Sj*)=1+4+3+8=16.

*Hint 3:*  If you show correctly (a) all the successors of state as I as well as all successors produced in all first 3 steps and you compute correctly the cost from the initial state *I* to each search node as well as the heuristic value in each of the search nodes involved in the first 3 steps, you will be assigned. (**25 points)**

***Solution starts on next page.***

**Answer:**

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
|  | 3 | 5 |
| 1 | 8 | 6 |

**Step 1:**

**Initial State**

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
|  | 8 | 6 |

**7 + 1 + 3 = 11**

***Slide-Up***

**Manhattan-Distance:** 2+1+2+2+1+1+2+2 = 13

**Heuristic** = 2 \* 13 = 26

**Evaluation Function** = 26 + 11 = 37

This becomes **Best**

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
| 8 |  | 6 |

**8 + 3 + 6 = 17**

***Slide-Right***

**Manhattan-Distance:** 1+1+2+2+1+1+2+1=11

**Heuristic** = 2\*11 = 22

**Evaluation Function** =17 + 22 = 39

This Becomes **Alternate**

|  |  |  |  |
| --- | --- | --- | --- |
|  | STEP 1 | STEP 2 | STEP 3 |
| ***F\_limit*** | Infinity | ? | ? |
| ***best*** | 37 | ? | ? |
| ***alternative*** | 39 | ? | ? |
| ***Current State*** | Initial State | ? | ? |
| ***New State*** | InitialState.Slide-Up | ? | ? |

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
|  | 3 | 5 |
| 1 | 8 | 6 |

**Step 2:**

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
|  | 8 | 6 |

**7 + 1 + 3 = 11**

Cost = 11 + 7 + 4 = 22 Cost = 11+3+4+5+8 =31 Cost = 11+1+8 = 20

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 7 | 3 | 5 |
| 1 | 8 | 6 |

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 3 | 3 | 5 |
| 1 | 8 | 6 |

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
| 1 | 8 | 6 |

***Slide-Up. Slide-Right. Slide-Down.***

**Manhattan-Distance:** 2+1+2+2+1 **Manhattan-Distance:** 2+1+3+3+1 **Manhattan-Distance:** 1+1+2+2+1

+1+1+2=12 +1+2+2=15 +1+2+2=12

**Heuristic** = 2\*12 = 24 **Heuristic** = 2\*15 = 30 **Heuristic** = 2\*12 = 24

**Evaluation Function** =22+24=46 **Evaluation Function** =31+30=61 **Evaluation Function** =20+24=44

This Becomes **Alternate**  This Becomes **Best**

|  |  |  |  |
| --- | --- | --- | --- |
|  | STEP 1 | STEP 2 | STEP 3 |
| ***F\_limit*** | Infinity | 39 | ? |
| ***best*** | 37 | **44 (greater than f\_limit)** | ? |
| ***alternative*** | 39 | 46 | ? |
| ***Current State*** | Initial State | InitialState.Slide-Up | ? |
| ***New State*** | InitialState.Slide-Up | FAIL | ? |

As Best > F\_limit in this step, we need to update the path cost in the previous step to

**Update InitialState.Slide-Up =** MAX(F[Initial,State.Slide-Up, F[best])

= MAX(37,44)

= 44

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
|  | 3 | 5 |
| 1 | 8 | 6 |

**Step 3:**

**Initial State**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAIAAAACCAYAAABytg0kAAAAAXNSR0IArs4c6QAAAHhlWElmTU0AKgAAAAgABAEaAAUAAAABAAAAPgEbAAUAAAABAAAARgEoAAMAAAABAAIAAIdpAAQAAAABAAAATgAAAAAAAABIAAAAAQAAAEgAAAABAAOgAQADAAAAAQABAACgAgAEAAAAAQAAAAKgAwAEAAAAAQAAAAIAAAAA3peInQAAAAlwSFlzAAALEwAACxMBAJqcGAAAABhJREFUCB1jfCasspTxP4MME4hgYGCQAQAwkAQaeiCtewAAAABJRU5ErkJggg==)

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
|  | 8 | 6 |

**7 + 1 + 3 = 11**

***Slide-Up***

**Manhattan-Distance:** 2+1+2+2+1+1+2+2 = 13

**Heuristic** = 2 \* 13 = 26

**Evaluation Function** = 26 + 11 = 37

![](data:image/png;base64,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)

**Evaluation Function**

= MAX(F[Initial,State.Slide-Up, F[best])

= MAX(37,44)

= **44**

This Becomes **Alternate**

|  |  |  |
| --- | --- | --- |
| 7 | 4 | 2 |
| 1 | 3 | 5 |
| 8 |  | 6 |

**8 + 3 + 6 = 17**

***Slide-Right***

**Manhattan-Distance:** 1+1+2+2+1+1+2+1=11

**Heuristic** = 2\*11 = 22

**Evaluation Function** =17 + 22 = 39

This Becomes **Best**

|  |  |  |  |
| --- | --- | --- | --- |
|  | STEP 1 | STEP 2 | STEP 3 |
| ***F\_limit*** | Infinity | 39 | Infinity |
| ***best*** | 37 | **44 (greater than f\_limit)** | 39 |
| ***alternative*** | 39 | 46 | 44 |
| ***Current State*** | Initial State | InitialState.Slide-Up | Initial State |
| ***New State*** | InitialState.Slide-Up | FAIL | InitialState.Slide-Right |