线性回归模型

0、概述

线性回归模型是机器学习中形式最简单的回归模型，但也是很常用的一个模型，它假设了输入和输出具有线性关系，并求解出最佳的拟合式。

线性回归模型通常是入门机器学习的第一个模型，因为它简单，所以用它为作为例子能清楚地说明很多所有机器学习模型中共同的问题，比如机器学习中的过拟合和欠拟合、机器学习中的优化方法、机器学习中的正则化等。

通常对于任何一个机器学习模型的了解，都是从四个方面对其进行研究：模型的形式、模型的目标函数、模型的优化算法、模型的正则化策略。下面我们依次介绍这四个方面。

一、线性回归模型的形式

线性回归模型的形式为：

|  |  |
| --- | --- |
|  | (1) |

其中，表示一个样本的输入，它是n维向量，每个分量是样本的一个特征；和b是模型参数，前者又称为（特征的）系数，后者又称为截距或偏置；是模型对该样本的输出，是一个实值标量。

一般情况下，我们表示的向量都默认是列向量，因此在式子中要对转置，变成行向量，再与相乘。

可以看到，x和w上面有小箭头，是为了强调它们是向量。然而大多情况下，小箭头被省略，即写作：

|  |  |
| --- | --- |
|  | (2) |

但一定要注意区分表达式中的向量和标量。

线性回归模型的形式还有一种更简洁的表示方法，就是将b表示成w的一个分量，即，此时样本输入x也相应地变成，模型的形式就写成：

|  |  |
| --- | --- |
|  | (3) |

但是注意，这里的w和x，跟(2)式中的w和x都不相同。

后面我们就使用这种简化的形式。

可以看出，线性回归模型对一个样本x的预测值，就是将该样本的各维特征的取值加权求和，因此求和项中的某一项（对应于某一维特征）的值相对其他项的值越大，则该项对预测结果的影响就越大。由于每一项由某一维特征的取值和相应的权重相乘得到，因此特征取值大小和相应的权重大小都对预测结果有影响。如果各维特征取值的值域都相同，则权重就能公平地衡量各维特征的变化对于预测结果的变化的重要程度。权重越大，对应的特征的变化对于预测结果的变化来说越重要。

二、构建线性回归模型的目标函数

设给定训练集，训练集中有m个样本，每个样本的输入具有n维特征，并对应一个实值的标签。注意，对于样本数据，上标表示第几个样本，下标表示某个样本的第几维特征（或说分量）。我们的目标是在训练集上拟合一个线性模型。

拟合一个线性模型，需要设定一个最优准则（准则定义了在训练集上有怎样表现的模型是最优的模型），依照这个准则可以推导出模型的“目标函数”（也称为损失函数），求解目标函数的最值，得到使模型成为最优模型的参数w和b，就得到了最优模型。

对于线性回归模型，我们有两种准则：

**1、最小均方误差（MSE）准则**

MSE准则的思路是，认为最优的模型是使模型在样本集上的预测的均方误差最小，即：

|  |  |
| --- | --- |
|  | (4) |

注意，其中每个样本输入都是一个n维向量：。

因此求解最优模型就变成了求解使函数取得最小值的参数w，函数称为模型在训练集T上的目标函数。

**2、极大似然准则**

该准则的思路是，从统计学中的抽样理论的角度来看，给定的训练集相当于是随机向量X和随机变量Y联合抽样得到的样本的观察值。设，Z是X和Y的函数，w是未知参数。我们假设Z服从均值为0的正态分布（这样假设是朴素而合理的），则Z的概率密度函数为：

|  |  |
| --- | --- |
|  | (5) |

其中z是随机变量Z的观察值。根据Z与(X,Y)的关系，可以得到：

|  |  |
| --- | --- |
|  | (6) |

其中x和y分别是X和Y的观察值且满足。

Z的m个样本的联合概率密度函数，也就是其似然函数为：

|  |  |
| --- | --- |
|  | (7) |

其中，w是未知参数。根据极大似然估计的思想，最佳的w是使样本观察值出现的概率最大的w，也就是使似然函数最大的w。所以似然函数就可以作为目标函数。

为了化简目标函数，我们取对数似然函数：

|  |  |
| --- | --- |
|  | (8) |

可以看出，前两项都是常数，第三项的求和项前的系数也是常数，因此极大化似然函数就相当于最小化，这与MSE准则推导出的目标函数是相同的。

上面我们介绍了两种构建目标函数的准则，它们殊途同归，导出了同样形式的目标函数，然而这种形式看起来不够“简洁”。实际上，目标函数也可以完全用矩阵和向量来表示，从而避免求和符号。

对m个样本输入数据构建X矩阵：

|  |  |
| --- | --- |
|  | (9) |

对m个样本标签数据构建y向量：

|  |  |
| --- | --- |
|  | (10) |

注意，这里y是一个向量，表示所有样本的标签，而不是一个样本的标签；另外，也要注意样本标签与模型对样本的输出的区别，后者通常上面有个“小帽子”（）。

则目标函数变为：

|  |  |
| --- | --- |
|  | (11) |

不知读者有没有注意到，这实际上是在求解一个线性的超定方程组。

另一个需要注意的地方是，在很多书籍和教程中。以上公式中的某些符号经常会混用，比如 “L”有时表示目标函数，有时表示似然函数；f有时表示概率密度函数，有时表示输入与输出的映射关系（即代表模型的形式）。对于这些混用的情况，我们需要根据上下文进行辨别。

三、线性回归模型的优化

构建好了模型的目标函数以后，下一步就是对目标函数函数进行优化。对于线性回归模型，有两种常用的优化方法：正规方程法和梯度下降法，后者适用于大部分机器学习模型，而前者只适用于线性回归模型。

**1、正规方程**

正规方程求解线性回归模型的优化问题，是基于(11)式的矩阵形式的目标函数。先对目标函数进行化简：

|  |  |
| --- | --- |
|  | (12) |
|  |  |

注意，其中和互为转置并且都是标量，故二者相等。

目标函数是关于参数w的函数，令目标函数对w的导数为0，有：

|  |  |
| --- | --- |
|  | (13) |

即：

|  |  |
| --- | --- |
|  | (14) |

则有：

|  |  |
| --- | --- |
|  | (15) |

**2、梯度下降**

梯度下降法求解线性回归模型的优化问题，是基于(4)式的求和形式的目标函数。一般来说，梯度下降法只能求解出局部极值，但线性回归问题的目标函数是一个凸函数，因此它的局部极值就是全局极值。

首先目标函数对w的每个分量![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAYkBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed30TZrsEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV53fRNmuwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBdwADABsAAAsBAAIAgWoAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Au30TZrsAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)求偏导数，得：

|  |  |
| --- | --- |
|  | (16) |

其中表示第i个样本的输入的第j个分量。

然后按照梯度下降法的一般步骤，给出线性回归的梯度下降流程：

（1）给出参数w的初始值；

（2）给定学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHcPFAoAcMx4AzjZGACAk1p3gAFedwsTZq4EAAAALQEAAAkAAAAyCgAAAAABAAAAaHkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS3A2gAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAALE2auAAAKADgAigEAAAAA/////2jjGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，更新参数w：

|  |  |
| --- | --- |
|  | (17) |

注意，上式给出了w的每个分量的更新公式，实际中每次更新时，需要同时对这些分量更新。

四、线性回归模型的正则化

模型正则化用于限制模型的复杂度（从而改善过拟合现象），或者用于向模型加入先验信息。模型正则化的方法是在目标函数中加入正则化项。线性回归模型的正则化通常有两种方法：L1正则或L2正则。

**1、L1正则：**

加入L1正则化项后，目标函数变为：

|  |  |
| --- | --- |
|  | (18) |
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线性回归模型的L1正则化也称为Lasso回归。

**2、L2正则：**

加入L2正则化项后，目标函数变为：

|  |  |
| --- | --- |
|  | (19) |

线性回归模型的L2正则化也称为岭回归。

正则化的线性回归模型，其优化问题的求解同样可以使用梯度下降，具体过程不再赘述。

可以看出，线性回归模型的正则化的作用是限制w的大小，使它尽量小。

注意，除了限制w大小的功能外，L1正则化还有对系数w稀疏化的作用，而L2正则化没有稀疏化的作用。