0、概述

朴素贝叶斯是一种多类分类算法。它是一种概率模型，并且是一种生成模型。朴素贝叶斯中的“朴素”一词来源于它假设了样本各维特征之间具有独立性（即条件独立性假设）。

概率模型与非概率模型的区别是看待样本数据的角度不同，或者说对数据建模的思路不同。

非概率模型认为对于样本数据![](data:image/x-wmf;base64,183GmgAAAAAAAMAWQAIACQAAAACRSgEACQAAAywCAAACABoBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAWCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AFgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAwEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed44OZhwEAAAALQEAACIAAAAyCgAAAAASAAAAKDEpKDEpKDIpKDIpKG0pKG0pRABrAJ0BRABrAKsCXAB8AJ0BXAB8ACsEXAC+AJ0BXAC+ALwBBQAAABQCoAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXneODmYcBAAAAC0BAQAEAAAA8AEAAC0AAAAyCgAAAAAZAAAAVD17KHgseSksKHgseSksLi4uLCh4LHkpfZ3wANgAugB+APgBYADyAX4AYAB+ACECYAAbAn4AYABgAGAAYABgAH4AYwJgAF0CfgAAAxoBAAAmBg8AKQJBcHBzTUZDQwEAAgIAAAICAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFUAAIAgT0AAgCBewACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCIMQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIgxAAIAgikAAAAKAgCBKQACAIEsAAIAgSgAAgCBeAADABwAAAsBAQEAAgCCKAACAIgyAAIAgikAAAAKAgCBLAACAIF5AAMAHAAACwEBAQACAIIoAAIAiDIAAgCCKQAAAAoCAIEpAAIAgSwAAgCBLgACAIEuAAIAgS4AAgCBLAACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBbQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIFtAAIAgikAAAAKAgCBKQACAIF9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAByODmYcAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，存在一个未知的模型（God模型），God模型对给定的不同输入x，就有不同的输出y。样本数据就是对God模型的输入和输出的多次采样的结果，但由于这些采样的结果跟God模型的真实的输入输出取值相比有误差，并且这些数据只是God模型所有可能的输入输出数据的一部分，因此我们几乎不可能丝毫不差的求解出God模型，只能按照某些标准，求解“最优”的模型，该模型对给定的输入x，能够给出最接近God模型输出的输出![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA2EBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJOAV4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed5ATZqQEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV53kBNmpAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5AAOMAAAAJgYPAA0BQXBwc01GQ0MBAOYAAADmAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgGBeQAGAAkAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ApJATZqQAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

概率模型则基于概率和统计的理论，将样本数据看成是随机向量X和随机变量Y的联合采样的观察值，模型根据观察值估计概率分布P(X,Y)或P(Y|X)。

非概率模型认为，在给定模型下，输入x和输出y具有因果关系，确定的输入有确定的输出；而概率模型认为对于给定的x，对应的y可以取不同的值，只不过y取不同值的可能性不一样。概率模型根据X和Y的概率关系给出对于给定的x，对应的y取不同值的可能性大小，并取可能性最大者为最优输出。

我认为，概率模型是更理性的看待问题的方式，因为现实中很多问题并不是非黑即白的，不能一刀切地看待。

朴素贝叶斯的基本思路是：

（1）在样本集上统计出样本取各类别的概率；

（2）在样本集上统计出样本在取各类别条件下，样本的输入的各维特征取不同值（标量）的概率，并根据条件独立性假设，计算出样本在取各类别的条件下，样本输入取不同值（向量）的概率；

（3）计算输入和输出的联合分布；

（4）根据贝叶斯定理，计算给定输入下，输出为各类别的概率。

注意，条件独立性假设与抽样理论中的样本独立性不同，前者是把样本的各维特征看成随机变量，并假设它们之间条件独立；后者是把训练集看成是多个独立同分布的随机变量（样本）的观察值，这些样本之间是互相独立的。

“条件独立性假设”是朴素贝叶斯如此简单的原因，也是它的一个缺点。由于“条件独立性假设”是一个非常强的假设，所以实际中模型的效果不一定很好。因为数据的各维特征不一定很好地满足条件独立性假设。我们在应用朴素贝叶斯模型时，最好提前对数据进行处理，使之尽量满足条件独立性假设。

最基本的朴素贝叶斯处理的是样本特征为离散的情况，对于特征是连续型的样本，我们使用高斯朴素贝叶斯作为一种扩展方法。

一、朴素贝叶斯模型的训练过程和预测过程

**1、训练过程：**

给定训练集![](data:image/x-wmf;base64,183GmgAAAAAAAMAWQAIACQAAAACRSgEACQAAAywCAAACABoBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAWCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AFgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAwEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed44OZhwEAAAALQEAACIAAAAyCgAAAAASAAAAKDEpKDEpKDIpKDIpKG0pKG0pRABrAJ0BRABrAKsCXAB8AJ0BXAB8ACsEXAC+AJ0BXAC+ALwBBQAAABQCoAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXneODmYcBAAAAC0BAQAEAAAA8AEAAC0AAAAyCgAAAAAZAAAAVD17KHgseSksKHgseSksLi4uLCh4LHkpfZ3wANgAugB+APgBYADyAX4AYAB+ACECYAAbAn4AYABgAGAAYABgAH4AYwJgAF0CfgAAAxoBAAAmBg8AKQJBcHBzTUZDQwEAAgIAAAICAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFUAAIAgT0AAgCBewACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCIMQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIgxAAIAgikAAAAKAgCBKQACAIEsAAIAgSgAAgCBeAADABwAAAsBAQEAAgCCKAACAIgyAAIAgikAAAAKAgCBLAACAIF5AAMAHAAACwEBAQACAIIoAAIAiDIAAgCCKQAAAAoCAIEpAAIAgSwAAgCBLgACAIEuAAIAgS4AAgCBLAACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBbQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIFtAAIAgikAAAAKAgCBKQACAIF9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAByODmYcAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，每个训练样本有n维特征，输出为1,2,…,K（K个类别）。训练过程就是在训练集上统计出概率P(Y)和P(X|Y)：

|  |  |
| --- | --- |
|  | (1) |

其中I是指示函数，![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA4MBAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0APwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1p3gAFed/YLZtQEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpIEgAPgC8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTWneAAV539gtm1AQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAEkoeT1rKXgAfgDPAdgAwAAAA6QAAAAmBg8APgFBcHBzTUZDQwEAFwEAABcBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFJAAIAgSgAAgCBeQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCBPQACAIFrAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDU9gtm1AAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的取值是：若![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA3gBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0ABIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1p3gAFed7UOZuEEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpF0gAPgC8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTWneAAV53tQ5m4QQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAHk9axjPAdgAAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBeQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCBPQACAIFrAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOG1DmbhAAAKADgAigEAAAAAAAAAAAziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，则![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA4MBAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0APwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1p3gAFed/YLZtQEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpIEgAPgC8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTWneAAV539gtm1AQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAEkoeT1rKXgAfgDPAdgAwAAAA6QAAAAmBg8APgFBcHBzTUZDQwEAFwEAABcBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFJAAIAgSgAAgCBeQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCBPQACAIFrAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDU9gtm1AAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)取1，否则取0。

上式统计了Y取第k类的概率，它相当于所有样本中类别为k的样本的比例。

设样本的第j维特征可能取值的个数为![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjASABHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed9oKZgkEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV532gpmCQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFN5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDUwADABsAAAsBAAIAgWoAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ACdoKZgkAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，可能取值的集合为：![](data:image/x-wmf;base64,183GmgAAAAAAACAJgAIBCQAAAACwVQEACQAAAxwCAAACAM4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiAJCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCAAAJgIAAAUAAAAJAgAAAAIFAAAAFAIdAukHHAAAAPsCX/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed0oQZsoEAAAALQEAAAkAAAAyCgAAAAABAAAAanlCAQUAAAAUAuMBrQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV53ShBmygQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAGoxajJqACwAwAE+AFEDvAEFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed0oQZsoEAAAALQEAAAQAAADwAQEAGAAAADIKAAAAAAsAAAB7YSxhLC4uLixhfQC6AIwBYACvAWAAYABgAGAAYADyAQADBQAAABQC4wFmBxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXndKEGbKBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAU3m8Ac4AAAAmBg8AkgFBcHBzTUZDQwEAawEAAGsBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF7AAIAgWEAAwAbAAALAQACAIFqAAIAiDEAAAEBAAoCAIEsAAIAgWEAAwAbAAALAQACAIFqAAIAgTIAAAEBAAoCAIEsAAIAgS4AAgCBLgACAIEuAAIAgSwAAgCBYQADABsAAAsBAAIAgWoAAgCDUwADABsAAAwBAAIAgWoAAAEBAAALAQEACgIAgX0AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDKShBmygAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，则有：

|  |  |
| --- | --- |
|  | (2) |

上式统计了在Y为第k类的条件下，X的第j维特征取值为![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAREBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed80LZgkEAAAALQEAAAoAAAAyCgAAAAACAAAAamw+ALwBBQAAABQCgAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXnfNC2YJBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYWwAA5UAAAAmBg8AHwFBcHBzTUZDQwEA+AAAAPgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFhAAMAGwAACwEAAgCBagACAIFsAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAJzQtmCQAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的概率，它相当于在所有类别为第k类的样本中，第j维特征取值为![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAREBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed80LZgkEAAAALQEAAAoAAAAyCgAAAAACAAAAamw+ALwBBQAAABQCgAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXnfNC2YJBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYWwAA5UAAAAmBg8AHwFBcHBzTUZDQwEA+AAAAPgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFhAAMAGwAACwEAAgCBagACAIFsAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAJzQtmCQAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的样本所占的比例。

**2、预测过程：**

给定样本的x，如何用训练好的朴素贝叶斯模型预测其![](data:image/x-wmf;base64,183GmgAAAAAAAEABAAIDCQAAAABSXQEACQAAA2EBAAACAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJOAV4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk1p3gAFed7AQZlYEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAmABRgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTWneAAV53sBBmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5AAOMAAAAJgYPAA0BQXBwc01GQ0MBAOYAAADmAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgGBeQAGAAkAAAD/CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AVrAQZlYAAAoAOACKAQAAAAAAAAAA1OcYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)呢？

根据条件独立性假设，有：

|  |  |
| --- | --- |
|  | (3) |

其中，![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAS8BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed2wQZvsEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV53bBBm+wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBeAADABsAAAsBAAIAgWoAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A+2wQZvsAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)是x的第j个分量。上式给出了当Y取k时，X取值为x的概率。

根据贝叶斯定理，有：

|  |  |
| --- | --- |
|  | (4) |

据此我们得出了朴素贝叶斯模型的预测过程：对任意x，计算每个输出k的概率P(Y=k|X=x)，然后看哪个概率大就把样本分到哪一类。这跟极大似然估计的思想是一样一样的。实际中，由于我们只需要比较各输出k的概率P(Y=k|X=x)的大小，所以不必计算(4)式中的分母P(X=x)，只需计算其分子即可。

可以看出，朴素贝叶斯模型没有“明显”的参数。如果非要定义朴素贝叶斯模型的参数，那么可以这样理解：从训练集中统计出来的所有的![](data:image/x-wmf;base64,183GmgAAAAAAAAAFAAIBCQAAAAAQWQEACQAAA0ABAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed8EOZgAEAAAALQEAABAAAAAyCgAAAAAGAAAAUChZPWsp2AB+ABQB2ADAAAADlgAAACYGDwAiAUFwcHNNRkNDAQD7AAAA+wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCBKAACAIFZAAIAgT0AAgCBawACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAMEOZgAAAAoAOACKAQAAAAD/////2OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)和![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAA5oBAAACALUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAJCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAc0CHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed+cPZhUEAAAALQEAAAwAAAAyCgAAAAADAAAAampsVRoCPgC8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTWneAAV535w9mFQQAAAAtAQEABAAAAPABAAAWAAAAMgoAAAAACgAAAFAoWD1hfFk9aynYAH4AogHYAHMBTgAUAdgAwAAAA7UAAAAmBg8AXwFBcHBzTUZDQwEAOAEAADgBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFQAAIAgSgAAgCBWAADABsAAAsBAAIAgWoAAAEBAAoCAIE9AAIAgWEAAwAbAAALAQACAIFqAAIAgWwAAAEBAAoCAIF8AAIAgVkAAgCBPQACAIFrAAIAgSkAAAACCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AFecPZhUAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)都是其模型参数。

以上就是朴素贝叶斯模型的训练过程和预测过程。根据上述流程，你就能在实际中应用这个模型解决分类问题了。但是你可能对整个流程有一些疑问：

**问题：**

（1）首先，既然我们的目标是求出P(Y|X)，那为什么不直接从训练集中统计P(Y|X)，而是要费劲拔力的统计P(X|Y)和P(Y)，得到P(X,Y)，再根据贝叶斯定理，拐弯抹角地计算P(Y|X)？

答：理论上，我们当然可以给出统计P(Y|X)的方法：

|  |  |
| --- | --- |
|  | (5) |

使用这个式子似乎可以直接统计出给定样本的x时，其类别为第k类的概率。但实际中利用它来计算概率P(Y=k|X=x)是不现实的，因为很多情况下，训练样本没有那么多，如果某个取值x在训练集中出现的次数很少，甚至都没有出现，那么这样统计出的概率误差非常大，这就没意义了。

（2）好吧，我知道不能从训练集中直接统计P(Y|X)了，但是为什么不能直接统计联合分布P(X,Y)，而是要费劲拔力的统计两个概率P(X|Y)和P(Y)，再把它们乘起来？

答：我们仍然可以给出在训练机上直接统计P(X,Y)的公式：

|  |  |
| --- | --- |
|  | (6) |

但是还是出于同样的原因，某个样本的x可能在训练集上出现的次数很少，尤其是当x没有出现在训练集中时，统计出来的概率就是0。这是由于数据集的不充分导致的。当然，即使先统计两个概率P(X|Y)和P(Y)，再把它们乘起来，仍然可能会出现概率=0的情况，但是针对后面的计算方法，我们可以通过拉普拉斯平滑来解决概率=0的问题。（实际上，平滑是针对各维特征的概率的计算分别进行的，具体的平滑方法后面会介绍）。

（3）好吧，我已经明白了，必须要先统计P(X|Y)和P(Y)，然后作平滑，然后间接地计算P(X,Y)，但是在统计P(X|Y)时，为什么不直接统计它，而是费劲拔力的先统计P(Xj|Y)，然后再根据条件独立性假设，拐弯抹角地计算P(X|Y)？

答：其实这三个问题的答案都是一样的，我们这么费劲拔力、拐弯抹角地计算，就是为了对付可能出现的概率为0的情况。对于问题（3），实际中经常会出现这样的情况：一个样本的x没有出现在训练集中，但是其实它只是其中一个或几个特征的取值在训练集中没有出现，而大部分特征的取值其实在训练集中都出现了。对此，我们自然地想到将样本的各维特征分别考虑，对于没有出现的特征，对其概率的计算进行平滑，然后根据条件独立性假设，将各维特征的概率乘起来，得到该样本的概率P(X|Y)。

二、朴素贝叶斯模型的特殊性

朴素贝叶斯模型与常规模型有一定的区别。由于其参数的特殊性，其不具有中规中矩的目标函数，也不使用梯度下降法等优化方法。

具体来说，朴素贝叶斯模型与常规模型相比有哪些特殊性呢？我们从其训练过程和预测过程两方面进行分析：

（1）训练过程：

在朴素贝叶斯模型的训练过程中，它在训练集上学习，并学出了参数。我们知道，常规模型的训练过程实际就是求解目标函数的最优化问题的过程，一般来讲，它是个“反演”过程；而朴素贝叶斯模型求解参数，是一个“正演”过程——它直接就把参数计算出来了。

（2）预测过程：

根据朴素贝叶斯模型的预测过程，我们的目的是对给定的x，求使P(Y=k|X=x)最大的k，即：

|  |  |
| --- | --- |
|  | (7) |

我们可以看出：

第一、我们求的是k，但k并不是模型的参数，模型的参数是![](data:image/x-wmf;base64,183GmgAAAAAAAAAFAAIBCQAAAAAQWQEACQAAA0ABAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1p3gAFed+INZuMEAAAALQEAABAAAAAyCgAAAAAGAAAAUChZPWsp2AB+ABQB2ADAAAADlgAAACYGDwAiAUFwcHNNRkNDAQD7AAAA+wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCBKAACAIFZAAIAgT0AAgCBawACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAOINZuMAAAoAOACKAQAAAAD/////DOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)和![](data:image/x-wmf;base64,183GmgAAAAAAAMARYAIACQAAAACxTQEACQAAA/YBAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsARCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AEQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAdMCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed/EUZvcEAAAALQEAAAoAAAAyCgAAAAACAAAAampWArwBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXnfxFGb3BAAAAC0BAQAEAAAA8AEAACUAAAAyCgAAAAAUAAAAUChYPXh8WWspLGoxLDIsLi4uLG7eAH4AzAHYAIoBlgCgAtIAfgC0ALABnACQALoAeABgAGAAYACQAAADBQAAABQCgAHOBxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3RxQK2phltAio2BgAgJNad4ABXnfxFGb3BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPT3eAwAD0QAAACYGDwCYAUFwcHNNRkNDAQBxAQAAcQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCCKAACAIJYAAMAGwAACwEAAgCBagAAAQEACgIAgT0AAgCBeAADABsAAAsBAAIAgWoAAAEBAAoCAIJ8AAIAglkAAgSGPQA9AgCBawACAIIpAAIAgiwAAgCBagACBIY9AD0CAIgxAAIAgiwAAgCIMgACAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgCCbgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPfxFGb3AAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，它们在模型的训练阶段就求出来了；而k的求取是在模型做预测的阶段。因此式中的函数不能理解成是目标函数。

第二、我们求最优的k，使用的是最大似然估计的思想，这是发生在模型预测阶段，而对常规模型来说，极大似然估计是用来导出模型的目标函数的，是属于理论推导阶段，甚至在模型训练阶段之前。

通过上面论述可以看出，朴素贝叶斯模型与常规机器学习模型相比，确实是一个比较特殊的模型。

三、朴素贝叶斯模型的改进

**1、拉普拉斯平滑**

在上面我们已经提到，朴素贝叶斯在计算概率![](data:image/x-wmf;base64,183GmgAAAAAAAMARYAIACQAAAACxTQEACQAAA/YBAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsARCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AEQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAdMCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed/EUZvcEAAAALQEAAAoAAAAyCgAAAAACAAAAampWArwBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXnfxFGb3BAAAAC0BAQAEAAAA8AEAACUAAAAyCgAAAAAUAAAAUChYPXh8WWspLGoxLDIsLi4uLG7eAH4AzAHYAIoBlgCgAtIAfgC0ALABnACQALoAeABgAGAAYACQAAADBQAAABQCgAHOBxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3RxQK2phltAio2BgAgJNad4ABXnfxFGb3BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPT3eAwAD0QAAACYGDwCYAUFwcHNNRkNDAQBxAQAAcQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCCKAACAIJYAAMAGwAACwEAAgCBagAAAQEACgIAgT0AAgCBeAADABsAAAsBAAIAgWoAAAEBAAoCAIJ8AAIAglkAAgSGPQA9AgCBawACAIIpAAIAgiwAAgCBagACBIY9AD0CAIgxAAIAgiwAAgCIMgACAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgCCbgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPfxFGb3AAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAAAAFAAIBCQAAAAAQWQEACQAAA0ABAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1p3gAFed+INZuMEAAAALQEAABAAAAAyCgAAAAAGAAAAUChZPWsp2AB+ABQB2ADAAAADlgAAACYGDwAiAUFwcHNNRkNDAQD7AAAA+wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCBKAACAIFZAAIAgT0AAgCBawACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAOINZuMAAAoAOACKAQAAAAD/////DOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)时可能出现概率=0的情况，因此我们对它们进行拉普拉斯平滑：

|  |  |
| --- | --- |
|  | (8) |

以及：

|  |  |
| --- | --- |
|  | (9) |

平滑过后的概率就不会成为0值了。注意式中分母上加的数并不是随便给的，它是为了保证概率的归一化，即保证所有可能的事情发生的概率加起来等于1。

**2、高斯朴素贝叶斯**

高斯朴素贝叶斯方法是为了处理样本特征为连续型特征的情况。其思路很简单：基本的朴素贝叶斯方法通过在训练集上直接统计的方式计算概率![](data:image/x-wmf;base64,183GmgAAAAAAAMARYAIACQAAAACxTQEACQAAA/YBAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsARCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AEQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAdMCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk1p3gAFed/EUZvcEAAAALQEAAAoAAAAyCgAAAAACAAAAampWArwBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJNad4ABXnfxFGb3BAAAAC0BAQAEAAAA8AEAACUAAAAyCgAAAAAUAAAAUChYPXh8WWspLGoxLDIsLi4uLG7eAH4AzAHYAIoBlgCgAtIAfgC0ALABnACQALoAeABgAGAAYACQAAADBQAAABQCgAHOBxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3RxQK2phltAio2BgAgJNad4ABXnfxFGb3BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAPT3eAwAD0QAAACYGDwCYAUFwcHNNRkNDAQBxAQAAcQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVAAAgCCKAACAIJYAAMAGwAACwEAAgCBagAAAQEACgIAgT0AAgCBeAADABsAAAsBAAIAgWoAAAEBAAoCAIJ8AAIAglkAAgSGPQA9AgCBawACAIIpAAIAgiwAAgCBagACBIY9AD0CAIgxAAIAgiwAAgCIMgACAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgCCbgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPfxFGb3AAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。而当特征为连续型特征时，改为这样计算：假设特征服从高斯分布，通过训练集样本计算出该分布的均值和方差，这就相当于拟合出了特征的分布的具体形式，然后根据这具体的形式就可以计算特征取任意值的概率。