**一、概述：**

利用机器学习解决实际问题时，一般的流程是：

收集数据 –> 数据预处理 –> 特征工程 –> 建模和训练数据 –> 预测。

其中特征工程是非常重要的一个步骤。它是基于你对于数据和模型的理解，对数据的原始特征进行处理，以及通过原始特征的组合或映射来构造新的特征，使得新的特征更能适应模型对输入的要求，从而使模型达到更好的性能。
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**二、特征工程中常见操作：**

**1、特征编码。**模型需要输入的样本的各维特征都是数值，因此在建模之前，必须对特征进行编码，也就是将字符串类型的特征转换为数值，一般我们只需将字符串对应成离散数值0,1,2,3,…即可。在此之后，可能需要对离散型特征进行“去大小化”或对连续型特征“离散化”。

“去大小化”是什么意思呢？当该离散型特征的取值只具有不同类别的意义，而没有比较大小的意义时，比如“科目”特征，有数学、语文、英语三个取值，我们可以简单地将其数值化，将三个科目分别映射为1,2,3。但这样做的问题就是使这三个只具有类别意义的取值变得具有大小的意义，而模型可能会学到比较大小的信息，这些信息就是虚假的信息。

解决这个问题的通常做法是“独热编码（one-hot-encoding）”，它的意思是将一个特征拆成多个新特征，每个新特征对应于原特征的一个取值，然后样本在每个新特征上的取值为1（若样本在原特征上取值为该新特征）或0（若样本在原特征上取值不为该新特征）。

注意，并不是所有的离散型特征都需要进行独热编码，对于那些本身就需要考虑大小的比较的意义的特征，就不需要进行独热编码。

另外，不同的机器学习模型对离散型特征的理论上的处理方式也是不同的，有的模型（如线性回归模型）本身无法避免考虑特征的大小比较关系，这时只能将需要不考虑大小关系的特征进行独热编码，对于独热编码后的特征，即使模型也对其考虑大小比较关系，那也没有意义，因为其只有两个取值，本身就没有了大小关系的意义；而有的模型（比如决策树）对于离散型特征的处理本身就可以不考虑大小关系，因为它可以根据离散型特征的每个取值都分裂出一个子节点（形成多叉树）。这时也就没有必要对特征进行独热编码了。但是要格外注意的是，sklearn库中的决策树模型，它无法区分特征是离散型还是连续型，所以相当于对所有的特征都当作连续型特征进行处理，因此对那些不想考虑其大小关系的离散型特征，还是要先进行独热编码。尽管模型对独热编码后的特征也是当作连续型特征来处理，但是（前面已经说过）独热编码后的特征本身已经不具有大小关系的意义了，所以从效果上还是相当于不考虑大小关系的。

特征编码的另外一种操作是连续型特征的离散化。就是将连续型特征的取值按区间映射成离散的取值，比如某特征取值范围为(18,39)，可以将该特征进行如下离散化：(18,24] ->1,(24,30]->2,(30,39]->3。

连续性特征的离散化操作可以增加模型的非线性型，同时也可以有效地处理数据分布的不均匀的特点。

**2、特征缩放。**样本的不同特征的实际意义是影响预测结果的不同因素。不同特征对预测结果的影响程度不同。特征对预测结果的影响是怎么体现的呢？对于连续型的特征，就是该特征产生一定的变化，会使预测结果发生多大的变化。显然，如果特征发生很大的变化，但预测结果基本没有改变，就说明该特征对于预测结果的影响很小，那么该特征对于该预测问题也就没有太大用了。按照我们正常的理解，在衡量特征对预测结果的影响程度时，应该使用“相对变化”而不是“绝对变化”，比如特征1取值范围在1e3量级，特征2取值范围在1e1量级，如果特征1变化100跟特征2变化10能够使预测结果产生相同大小的变化，那么我们能认为特征2产生的变化较小所以特征2对预测结果的影响程度更大吗？不能，因为特征1产生的相对变化较小，所以特征1对预测结果的影响程度更大。

在实际中，我们的模型通常不会计算特征的相对变化，而是计算绝对变化。比如很多模型是基于距离的，直接计算距离的话，若两个特征的值域范围相差较大，那么距离的大小基本上由值域较大的特征决定，值域较小的特征基本上起不到什么作用。因此我们需要在特征工程阶段，对特征进行缩放，也就是标准化。标准化的方法主要有两种： “最大最小标准化”和“z-score标准化”。

（1）最大最小标准化：
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其中min(x)和max(x)分别是x的最小值和最大值。

（2）z-score标准化：
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其中mean(x)和std(x)分别是x的均值和标准差。

**3、特征选择。**上面已经说过，样本的不同特征对样本的输出的影响程度不同。现实中，我们收集的样本的特征可能存在两个问题：一是可能存在对样本输出影响程度非常小的特征（或称为“无关特征”），它们在模型对样本的预测中基本不起作用；二是可能存在具有比较强的相关性的特征，它们对于模型的训练来说是冗余的。

为了解决这两个问题，去除无关特征和冗余特征，我们常常在特征工程部分进行特征选择。

常用的特征选择方法有以下几种：

（1）贪心算法：该方法需要与模型绑定，先从所有特征中选择一个最优特征，使得模型在该特征上的表现最好，将该特征作为初始的特征集。然后迭代，每次向特征集中添加一个特征，使得添加该特征后，模型在该特征集上的表现最好。当然，也可以从所有的特征构成的特征集出发进行，每次剔除一个特征使模型效果变好（或者不会变差）。

（2）基于L1正则：对于某些模型来说，模型的参数就是各特征的系数，它们表征了相应特征对输出结果的重要性。比如线性回归、逻辑回归模型。这时，对模型使用L1正则，会有稀疏化的作用，也就是使比较不重要的特征的系数变成0。这就相当于对样本做了特征选择。

（3）决策树算法：决策树算法其实是一个分类算法，它可以实现样本分类。由于在训练的过程中，决策树每次向下分裂都要选择“最优特征”，使用最优特征进行分割，所以它相当于对特征的重要程度进行了排序，越靠近根节点的节点对应的分裂特征越好，因此它也实现了特征选择的功能。

（4）基于相关性计算：就是计算每个特征跟输出的相关性，相关性越强则特征越好。