0、概述

一、EM算法

**1、EM算法的原理**

EM算法用来解决含有隐变量的概率模型的参数估计问题。

我们知道，对于一般的概率模型（本质上就是一个随机变量X的分布），可以用极大似然等方法对其未知参数进行估计。一般的概率模型的形式为：![](data:image/x-wmf;base64,183GmgAAAAAAAAAGIAIBCQAAAAAwWgEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ABQAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdskSCosQh00FGPEYAHCTg3aAAYd2phRmYgQAAAAtAQAACAAAADIKoAE6BQEAAAApeQgAAAAyCqABMgMBAAAAfHkIAAAAMgqgAfQAAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHajHAqDMIdNBRjxGABwk4N2gAGHdqYUZmIEAAAALQEBAAQAAADwAQAACAAAADIKoAE+BAEAAABxeRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAYd2yRIKjBCHTQUY8RgAcJODdoABh3amFGZiBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABrgEBAAAAWHkIAAAAMgqgAS4AAQAAAFB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AYqYUZmIAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，对于具体的问题，P有具体的形式，所以当![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+r///8AAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdr0dCk1wh00FXOAYAHCTg3aAAYd2+BRmsgQAAAAtAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD4FGayAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)固定时，就能基于P的具体形式，对任意给定的样本观测值x，给出其出现的概率![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdhIdCoGQf00FwPAYAHCTg3aAAYd2/xRmkwQAAAAtAQAACAAAADIKgAF0AgEAAAApeQgAAAAyCoABtAEBAAAAeHkIAAAAMgqAAfQAAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABh3bUFwrZkIZNBcDwGABwk4N2gAGHdv8UZpMEAAAALQEBAAQAAADwAQAACAAAADIKgAEuAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJP/FGaTAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。但是对于含有隐变量的概率模型，即便![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+r///8AAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdr0dCk1wh00FXOAYAHCTg3aAAYd2+BRmsgQAAAAtAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD4FGayAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)固定，也无法基于一个具体的形式直接给出任意给定样本观测值x的出现概率——还需要知道模型中隐变量Z的取值z才行。

隐变量Z，与直接观测到的随机变量X相对，是模型中不能直接观测到的随机变量。虽然不能直接观测到，但Z也是模型中必需因素。因为模型需要给出X和Z的联合观测值，才能基于具体形式给出其出现的概率值。

注意，隐变量Z并不是一个任意的随机变量，一般来说，它与X的取值空间是一一对应的。通常，Z和X对应于随机试验中先后执行的两个试验。

在《聚类算法》笔记中，介绍了高斯混合模型，它可以看作是一种含有隐变量的模型。它的隐变量是“某个样本由某个高斯分布生成”。

这里再介绍一个简单的隐变量模型：两硬币模型。话说有A和B两个硬币，它们不均匀，掷它们一次，正面朝上的概率分别是![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGHdvATCocwg00FwPAYAHCTg3aAAYd28xZmVQQAAAAtAQAACAAAADIKAAL0AAEAAABBeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2QhoKWhCDTQXA8BgAcJODdoABh3bzFmZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBV8xZmVQAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+gAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGHdvMWCiVwfE0FwPAYAHCTg3aAAYd2OBpmAAQAAAAtAQAACAAAADIKAAL2AAEAAABCeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2KRoKUDCDTQXA8BgAcJODdoABh3Y4GmYABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFwABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAOBpmAAAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，我们随机选取其中一枚硬币，掷之，可以观测到其正面朝上还是反面朝上，假设我们不知道选取的是哪个硬币。这个试验对应的概率模型就是典型的含有隐变量的模型，在试验中，我们先后执行了两个试验，一个是随机选一个硬币，它对应于隐变量；一个是随机投掷选中的硬币，它对应于观测变量。我们多次重复这个试验，能够多次观察到“硬币朝上还是朝下”这一结果，然后可以用这些观察结果去估计![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+AAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGHdvATCocwg00FwPAYAHCTg3aAAYd28xZmVQQAAAAtAQAACAAAADIKAAL0AAEAAABBeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2QhoKWhCDTQXA8BgAcJODdoABh3bzFmZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBV8xZmVQAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+gAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGHdvMWCiVwfE0FwPAYAHCTg3aAAYd2OBpmAAQAAAAtAQAACAAAADIKAAL2AAEAAABCeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2KRoKUDCDTQXA8BgAcJODdoABh3Y4GmYABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABFwABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAOBpmAAAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。

是的，虽然相比一般的概率模型，隐变量模型中多出了不可观测到的隐变量，但是我们仍然能基于观测值，求解出最优的未知参数（而不会因为多出了未知因素，就使结果变成多解）。这就是统计学的魅力，我们总是依据观测到的值，推断总体的情况，我们给出基于已知认识的最好的推测。即使我们了解到的信息比较少，也要充分利用这些信息，给出这些信息所蕴含的最可能的结论。这是多么理性的方法论啊。

对于隐变量模型，无法使用极大似然法估计未知参数，一般使用EM算法。

EM算法是基于极大似然的思想实现的。它迭代地逐步逼近使似然函数最大的参数，每次迭代分为两步（E步和M步）。

**2、EM算法的迭代公式**

EM的迭代公式如下：
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该公式首先对隐变量Z求积分![](data:image/x-wmf;base64,183GmgAAAAAAAKAZoAMACQAAAAARRAEACQAAA04CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAOgGRIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gGQAAYAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjcWCqdo900FGPEYAHCTg3aAAYd2KR9mTgQAAAAtAQAACAAAADIKSgI5BQEAAADyeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2NxIKI4j3TQUY8RgAcJODdoABh3YpH2ZOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABowMBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGHdjcWCqho900FGPEYAHCTg3aAAYd2KR9mTgQAAAAtAQAABAAAAPABAQAIAAAAMgpgA0AFAQAAAHp5CAAAADIKFAFPFgEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAYd2NxIKJIj3TQUY8RgAcJODdoABh3YpH2ZOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABthcCAAAAZHoIAAAAMgrAAYkTAQAAAHh6CAAAADIKwAEdEQEAAAB6eggAAAAyCsAByA8BAAAAcHoIAAAAMgrAAegLAQAAAHp6CAAAADIKwAFMCgEAAAB4eggAAAAyCsAB6wgBAAAAcHoIAAAAMgrAARYAAQAAAFF6HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QABh3Y3FgqpaPdNBRjxGABwk4N2gAGHdikfZk4EAAAALQEAAAQAAADwAQEACAAAADIKwAFcFwEAAAApeggAAAAyCsABcxQBAAAALHoIAAAAMgrAAWUSAQAAAHx6CAAAADIKwAFvEAEAAAAoeggAAAAyCsABOA8BAAAAKXoIAAAAMgrAATANAQAAAHx6CAAAADIKwAE2CwEAAAAseggAAAAyCsABkgkBAAAAKHoJAAAAMgrAATAGAwAAAGxvZ2UIAAAAMgrAAW0CAQAAAClvCAAAADIKwAHPAAEAAAAobxwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUAAYd2NxIKJYj3TQUY8RgAcJODdoABh3YpH2ZOBAAAAC0BAQAEAAAA8AEAAAgAAAAyChQB5BYBAAAAKW8IAAAAMgoUAfkVAQAAAChvHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHY3FgqqaPdNBRjxGABwk4N2gAGHdikfZk4EAAAALQEAAAQAAADwAQEACAAAADIKwAEZFQEAAABxbwgAAAAyCsABPA4BAAAAcW8IAAAAMgrAAXEBAQAAAHFvCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ATikfZk4AAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，得到关于![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///+r///8AAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdqcWCkQg5WEFXOAYAHCTg3aAAYd2AA1mEwQAAAAtAQAACAAAADIKYAEWAAEAAABxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAADWYTAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的函数![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdnATCusA5mEFXOAYAHCTg3aAAYd2dBlmNAQAAAAtAQAACAAAADIKgAFuAgEAAAApeQgAAAAyCoAB0AABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrEPCsfg5WEFXOAYAHCTg3aAAYd2dBlmNAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXIBAQAAAHF5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABh3ZwEwrsAOZhBVzgGABwk4N2gAGHdnQZZjQEAAAALQEAAAQAAADwAQEACAAAADIKgAEWAAEAAABReQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADR0GWY0AAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，这是E步；然后求![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdnATCusA5mEFXOAYAHCTg3aAAYd2dBlmNAQAAAAtAQAACAAAADIKgAFuAgEAAAApeQgAAAAyCoAB0AABAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdrEPCsfg5WEFXOAYAHCTg3aAAYd2dBlmNAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXIBAQAAAHF5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABh3ZwEwrsAOZhBVzgGABwk4N2gAGHdnQZZjQEAAAALQEAAAQAAADwAQEACAAAADIKgAEWAAEAAABReQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADR0GWY0AAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的极大，这是M步。可以证明，每次迭代都将使似然函数![](data:image/x-wmf;base64,183GmgAAAAAAAMAFIAICCQAAAADzWQEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+ABQAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHduUTCmzAbjIAwPAYAHCTg3aAAYd2cR5mfwQAAAAtAQAACAAAADIKoAELBQEAAAApeQgAAAAyCqABAgMBAAAAfHkIAAAAMgqgAe4AAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHa7DgpmqO9NBcDwGABwk4N2gAGHdnEeZn8EAAAALQEBAAQAAADwAQAACAAAADIKoAEPBAEAAABxeRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAYd25RMKbcBuMgDA8BgAcJODdoABh3ZxHmZ/BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABqAEBAAAAeHkIAAAAMgqgAUYAAQAAAHB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Af3EeZn8AAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)增加，因此该迭代过程是有效的。

注意，虽然隐变量模型需要X和Z两个变量的观测值，才能基于具体形式直接给出观测值的概率值，但是似然函数![](data:image/x-wmf;base64,183GmgAAAAAAAMAFIAICCQAAAADzWQEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALABRIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+ABQAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHduUTCmzAbjIAwPAYAHCTg3aAAYd2cR5mfwQAAAAtAQAACAAAADIKoAELBQEAAAApeQgAAAAyCqABAgMBAAAAfHkIAAAAMgqgAe4AAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHa7DgpmqO9NBcDwGABwk4N2gAGHdnEeZn8EAAAALQEBAAQAAADwAQAACAAAADIKoAEPBAEAAABxeRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAYd25RMKbcBuMgDA8BgAcJODdoABh3ZxHmZ/BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABqAEBAAAAeHkIAAAAMgqgAUYAAQAAAHB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Af3EeZn8AAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)也是有意义的，只不过它没有简单的形式而已。

在具体的隐变量概率模型中应用EM算法，需要先给出![](data:image/x-wmf;base64,183GmgAAAAAAAGAHIAIBCQAAAABQWwEACQAAAx0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gBwAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdn0aCvFQrU0FXOAYAHCTg3aAAYd2WxdmjAQAAAAtAQAACAAAADIKoAGmBgEAAAApeQgAAAAyCqABlgQBAAAAfHkIAAAAMgqgAZICAQAAACx5CAAAADIKoAHuAAEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2HBgKl5CtTQVc4BgAcJODdoABh3ZbF2aMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABqgUBAAAAcXkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGHdn0aCvJQrU0FXOAYAHCTg3aAAYd2WxdmjAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYDAQAAAHp5CAAAADIKoAGoAQEAAAB4eQgAAAAyCqABRgABAAAAcHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCMWxdmjAAACgA4AIoBAAAAAAEAAAB04hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAAKAIQAIACQAAAADxVAEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gCAAA7AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGHdp0RCs0wrU0FXOAYAHCTg3aAAYd2PhdmQQQAAAAtAQAACAAAADIKwAHnBwEAAAApeQgAAAAyCsABAgUBAAAALHkIAAAAMgrAAewCAQAAAHx5CAAAADIKwAHuAAEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUAAYd2/BEK6nCtTQVc4BgAcJODdoABh3Y+F2ZBBAAAAC0BAQAEAAAA8AEAAAgAAAAyChQBcgcBAAAAKXkIAAAAMgoUAYcGAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABh3adEQrOMK1NBVzgGABwk4N2gAGHdj4XZkEEAAAALQEAAAQAAADwAQEACAAAADIKFAHdBgEAAAB0eRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAYd2/BEK63CtTQVc4BgAcJODdoABh3Y+F2ZBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABGAQBAAAAeHkIAAAAMgrAAZwBAQAAAHp5CAAAADIKwAFGAAEAAABweRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2nREKzzCtTQVc4BgAcJODdoABh3Y+F2ZBBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABqgUBAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBBPhdmQQAACgA4AIoBAAAAAAEAAAB04hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的具体形式，然后按照EM算法的步骤迭代求解。

二、随机过程与马尔科夫链

**1、随机过程**

随机过程被用来对一个随时间变化的随机变量![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdYghCnvArE0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQAACAAAADIKgAFuAgEAAAApeQgAAAAyCoABBgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdccmCrOAsk0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYQBAQAAAHR5CAAAADIKgAEuAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEF/I2ZBAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)进行建模，![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdYghCnvArE0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQAACAAAADIKgAFuAgEAAAApeQgAAAAyCoABBgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdccmCrOAsk0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYQBAQAAAHR5CAAAADIKgAEuAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEF/I2ZBAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)在每个时刻的取值都是一个随机变量，且不同时刻的随机变量之间可能具有“依赖关系”。随机过程![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8r////gAgAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdYghCnvArE0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQAACAAAADIKgAFuAgEAAAApeQgAAAAyCoABBgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdccmCrOAsk0FwPAYAHCTj3WAAZN1fyNmQQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYQBAQAAAHR5CAAAADIKgAEuAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEF/I2ZBAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的所有时刻的随机变量的取值空间合起来为该随机过程的状态空间。在实际中，随机过程的各随机变量通常共享同一个取值空间，则该取值空间即为该随机过程的状态空间。

若时间t是离散的，则随机过程就是一个随机变量的序列。

具体的随机过程中，有三类比较重要：泊松过程（例如在一个服务窗口前，顾客的到达时刻）、维纳过程（例如布朗运动）、马尔科夫过程。下面仅介绍马尔科夫过程。

**2、马尔科夫链**

马尔科夫过程是指具有马尔科夫性的随机过程。时间离散、状态空间离散的马尔科夫过程称为马尔科夫链。实际中一般研究的是马尔科夫链，所以下面我们只介绍马尔科夫链。

对于离散的随机过程，马尔科夫性的意义是，任意时刻的随机变量的分布只依赖于前一时刻的随机变量的取值，与再往前的随机变量的取值没有关系。

设状态空间为![](data:image/x-wmf;base64,183GmgAAAAAAAMAKQAIBCQAAAACQVgEACQAAA0sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAChIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+ACgAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdaAjCsVot00FwPAYAHCTj3WAAZN1GRVmYwQAAAAtAQAACgAAADIKoAEPBwUAAAAsLi4ufQAIAAAAMgqgAQEFAQAAACwuCAAAADIKoAEcAwEAAAB7LhwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUAAZN1VyQKUIi2TQXA8BgAcJOPdYABk3UZFWZjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACgAYBAAAAMi4IAAAAMgoAAn0EAQAAADEuHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3WgIwrGaLdNBcDwGABwk491gAGTdRkVZmMEAAAALQEAAAQAAADwAQEACAAAADIKoAGzBQEAAABhLggAAAAyCqABvgMBAAAAYS4IAAAAMgqgARYAAQAAAEkuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVXJApRiLZNBcDwGABwk491gAGTdRkVZmMEAAAALQEBAAQAAADwAQAACAAAADIKoAHVAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGMZFWZjAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，则马尔科夫性的形式化表示如下：
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注意，马尔科夫性表示某时刻的随机变量的分布依赖于前一时刻的随机变量的取值，而不是前一时刻随机变量的分布。

另外，注意，随机过程中，随机变量的这种依赖关系是有“方向性”的，在马尔科夫链中，后面的依赖前面的，而前面的不依赖后面的。这与概率论中研究的随机变量的“相关关系”有区别，相关关系是两个随机变量之间的一种对称的关系，而依赖关系是不对称的。

（具有依赖关系的随机变量，其相关性是如何的呢？）

可以看出，马尔科夫链只有当前一时刻的状态确定时（即随机变量取到一个观测值），后一时刻的随机变量的分布才确定（也就是说，这个随机变量才确定），如果没有对前一个随机变量进行取值，后一个随机变量就是不确定的。所以不可能一下子确定一个马尔科夫链，而只能从前往后一步一步地取值并确定下一时刻的随机变量。

由于拥有这一特点，马尔科夫链不能简单地看成是“只是一个随机向量”或者“只是一个随机变量的序列”，因为那蕴含着“所有随机变量已经确定”或者“所有随机变量可以同时确定”的意思。

**3、马尔科夫链的状态转移**

根据上面的介绍，我们知道马尔科夫链是一种随机过程，其每个时刻的随机变量的分布依赖于前一时刻随机变量的取值。实际上，我们还可以从另外一种观点——“状态转移”的观点来看待它。

由于马尔科夫链的所有时刻的随机变量都在状态空间中取值，所以它的各随机变量的观测值构成的序列（观测值链）相当于不断地从一个状态转移到下一个状态。根据马尔科夫链的性质，当一个时刻的状态确定时，下一个时刻取各个状态的概率的分布就确定了，这个分布就是![](data:image/x-wmf;base64,183GmgAAAAAAAOAMgAIBCQAAAABwUAEACQAAAzUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///+gDAAAKgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdcAnCuFY3U0FXOAYAHCTj3WAAZN1gQ9mLgQAAAAtAQAACAAAADIKoAEeDAEAAAApeQgAAAAyCqABrAMBAAAAfHkIAAAAMgqgAfQAAQAAACh5HAAAAPsCYP8AAAAAAACQAQAAAIYEAgAAy87M5QABk3VlJAoU+NxNBVzgGABwk491gAGTdYEPZi4EAAAALQEBAAQAAADwAQAACAAAADIKOAKSCwEAAAAxeRwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUAAZN1wCcK4ljdTQVc4BgAcJOPdYABk3WBD2YuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC0QYBAAAAMXkIAAAAMgoAAqgCAQAAAHR5HAAAAPsCYP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVlJAoV+NxNBVzgGABwk491gAGTdYEPZi4EAAAALQEBAAQAAADwAQAACAAAADIKOAItCwEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1wCcK41jdTQVc4BgAcJOPdYABk3WBD2YuBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABHggBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdWUkChb43E0FXOAYAHCTj3WAAZN1gQ9mLgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAlIGAQAAAC15HAAAAPsCYP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3XAJwrkWN1NBVzgGABwk491gAGTdYEPZi4EAAAALQEAAAQAAADwAQEACAAAADIKOAKxCgEAAAB0eRwAAAD7AiD/AAAAAAAAkAEBAACGBAIAAMvOzOUAAZN1ZSQKF/jcTQVc4BgAcJOPdYABk3WBD2YuBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACWgoBAAAAaXkIAAAAMgoAArMFAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3XAJwrlWN1NBVzgGABwk491gAGTdYEPZi4EAAAALQEAAAQAAADwAQEACAAAADIKoAGeCQEAAABheQgAAAAyCqAB2AQBAAAAWHkIAAAAMgqgAa4BAQAAAFh5CAAAADIKoAEuAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAC6BD2YuAAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，我们从这个分布中采样得到t时刻的状态，就完成了一步状态转移。

对于齐次马尔科夫链，状态转移的概率只与两个状态有关，与时间无关。这时，如果我们知道了状态空间中任意一个状态转移到状态空间中的任意一个状态的概率，那么就能对马尔科夫链给定一个时刻的状态，递推出后面任意时刻的状态。

齐次马尔科夫链的状态空间中各状态之间的转移概率构成一个矩阵：

![](data:image/x-wmf;base64,183GmgAAAAAAAGAOQAkBCQAAAAAwWQEACQAAA3QCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAlgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gDgAA9QgAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdaEoCrfAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAACAAAADIKbQeLDQEAAAD6eQgAAAAyCv0Fiw0BAAAA+nkIAAAAMgqNBIsNAQAAAPp5CAAAADIKHQOLDQEAAAD6eQgAAAAyCtcIiw0BAAAA+3kIAAAAMgqtAYsNAQAAAPl5CAAAADIKbQdAAAEAAADqeQgAAAAyCv0FQAABAAAA6nkIAAAAMgqNBEAAAQAAAOp5CAAAADIKHQNAAAEAAADqeQgAAAAyCtcIQAABAAAA63kIAAAAMgqtAUAAAQAAAOl5HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3W3CgoJ4MdNBcDwGABwk491gAGTdRYPZm8EAAAALQEBAAQAAADwAQAACAAAADIK1QhVDAIAAABtbQgAAAAyCtUIeQUBAAAAbW0IAAAAMgrVCOkBAQAAAG1tCAAAADIKVQTIDAEAAABtbQgAAAAyChUCuwwBAAAAbW0cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdaEoCrjAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAABAAAAPABAQAIAAAAMgp1CFMLAQAAAHBtCAAAADIKdQh3BAEAAABwbQgAAAAyCnUI5wABAAAAcG0IAAAAMgr1A1ALAQAAAHBtCAAAADIK9QOOBAEAAABwbQgAAAAyCvUD+AABAAAAcG0IAAAAMgq1AVwLAQAAAHBtCAAAADIKtQGVBAEAAABwbQgAAAAyCrUB/wABAAAAcG0cAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdbcKCgrgx00FwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQEABAAAAPABAAAJAAAAMgp1CAIIAwAAAC4uLmUJAAAAMgo1Bm4LAwAAAC4uLmUJAAAAMgo1BgIIAwAAAC4uLmUJAAAAMgo1BpUEAwAAAC4uLmUJAAAAMgo1BvkAAwAAAC4uLmUJAAAAMgr1AwIIAwAAAC4uLmUJAAAAMgq1AQIIAwAAAC4uLmUcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAAGTdaEoCrnAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAABAAAAPABAQAIAAAAMgrVCBEGAQAAADIuCAAAADIK1QhzAgEAAAAxLggAAAAyClUESwwBAAAAMi4IAAAAMgpVBIkFAgAAADIyCAAAADIKVQTzAQIAAAAyMQgAAAAyChUCSQwBAAAAMTEIAAAAMgoVAoIFAgAAADEyCAAAADIKFQLsAQIAAAAxMQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAG8WD2ZvAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAGACYAIBCQAAAAAQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gAgAACgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGTdY8cChBgIk4FwPAYAHCTj3WAAZN1nRJmHgQAAAAtAQAACAAAADIKAAIXAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAZN1HCMKoMAdTgXA8BgAcJOPdYABk3WdEmYeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABRgABAAAAcGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAenRJmHgAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示第i个状态（一步）转移到第j个状态的概率（也就是某一时刻状态为i时，下一时刻的状态的概率分布中，状态取j的概率），m是状态空间的大小。

除了状态转移概率矩阵外，要想确定一个马尔科夫链，还需要给定初始状态概率分布，因为需要初始概率分布来采样出初始时刻的随机变量的状态，然后才能递推。

关于状态转移，我们还可以计算一个状态经过多步（假设为k步）转移到另一个状态的概率![](data:image/x-wmf;base64,183GmgAAAAAAAKAFQAIBCQAAAADwWQEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gBQAA7AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdakYCs/AezQAwPAYAHCTj3WAAZN1wyBmvAQAAAAtAQAACAAAADIKwAHsBAEAAAApeQgAAAAyCsABMgMBAAAALHkIAAAAMgrAAb4BAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3WDCAoogIM0AMDwGABwk491gAGTdcMgZrwEAAAALQEBAAQAAADwAQAACAAAADIKwAHqAwEAAABqeQgAAAAyCsABYAIBAAAAaXkIAAAAMgrAAUYAAQAAAHB5HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3WpGArQwHs0AMDwGABwk491gAGTdcMgZrwEAAAALQEAAAQAAADwAQEACAAAADIKFAFIAQEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALzDIGa8AAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。用条件概率表示这个概率，就是：

![](data:image/x-wmf;base64,183GmgAAAAAAAAAWYAIACQAAAABxSgEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIAFhIAAAAmBg8AGgD/////AAAQAAAAwP///6z////AFQAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdVsoCkTgXE8FGPEYAHCTj3WAAZN1ayNmpQQAAAAtAQAACAAAADIKwAFKFQEAAAApeQgAAAAyCsABkA8BAAAAfHkIAAAAMgrAAWoIAQAAACh5CAAAADIKwAHrBAEAAAApeQgAAAAyCsABMQMBAAAALHkIAAAAMgrAAb0BAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3U5GgrZAF1PBRjxGABwk491gAGTdWsjZqUEAAAALQEBAAQAAADwAQAACAAAADIKwAFsFAEAAABpeQgAAAAyCsABtBABAAAAWHkIAAAAMgrAASoOAQAAAGp5CAAAADIKwAEkCQEAAABYeQgAAAAyCsABpAcBAAAAUHkIAAAAMgrAAekDAQAAAGp5CAAAADIKwAFfAgEAAABpeQgAAAAyCsABRgABAAAAcHkcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGTdVsoCkXgXE8FGPEYAHCTj3WAAZN1ayNmpQQAAAAtAQAABAAAAPABAQAIAAAAMgogApMRAQAAAHR5CAAAADIKIAI4CwEAAABreQgAAAAyCiACAwoBAAAAdHkIAAAAMgoUAUgBAQAAAG15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHU5GgraAF1PBRjxGABwk491gAGTdWsjZqUEAAAALQEBAAQAAADwAQAACAAAADIKwAEBEwEAAAA9eQgAAAAyCsABrQwBAAAAPXkIAAAAMgrAASEGAQAAAD15HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVbKApG4FxPBRjxGABwk491gAGTdWsjZqUEAAAALQEAAAQAAADwAQEACAAAADIKIAKkCgEAAAAreQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKVrI2alAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

以两步转移为例，给定马尔科夫链的状态转移概率矩阵：

![](data:image/x-wmf;base64,183GmgAAAAAAAGAOQAkBCQAAAAAwWQEACQAAA3QCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAlgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gDgAA9QgAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAIcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdaEoCrfAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAACAAAADIKbQeLDQEAAAD6eQgAAAAyCv0Fiw0BAAAA+nkIAAAAMgqNBIsNAQAAAPp5CAAAADIKHQOLDQEAAAD6eQgAAAAyCtcIiw0BAAAA+3kIAAAAMgqtAYsNAQAAAPl5CAAAADIKbQdAAAEAAADqeQgAAAAyCv0FQAABAAAA6nkIAAAAMgqNBEAAAQAAAOp5CAAAADIKHQNAAAEAAADqeQgAAAAyCtcIQAABAAAA63kIAAAAMgqtAUAAAQAAAOl5HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3W3CgoJ4MdNBcDwGABwk491gAGTdRYPZm8EAAAALQEBAAQAAADwAQAACAAAADIK1QhVDAIAAABtbQgAAAAyCtUIeQUBAAAAbW0IAAAAMgrVCOkBAQAAAG1tCAAAADIKVQTIDAEAAABtbQgAAAAyChUCuwwBAAAAbW0cAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdaEoCrjAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAABAAAAPABAQAIAAAAMgp1CFMLAQAAAHBtCAAAADIKdQh3BAEAAABwbQgAAAAyCnUI5wABAAAAcG0IAAAAMgr1A1ALAQAAAHBtCAAAADIK9QOOBAEAAABwbQgAAAAyCvUD+AABAAAAcG0IAAAAMgq1AVwLAQAAAHBtCAAAADIKtQGVBAEAAABwbQgAAAAyCrUB/wABAAAAcG0cAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdbcKCgrgx00FwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQEABAAAAPABAAAJAAAAMgp1CAIIAwAAAC4uLmUJAAAAMgo1Bm4LAwAAAC4uLmUJAAAAMgo1BgIIAwAAAC4uLmUJAAAAMgo1BpUEAwAAAC4uLmUJAAAAMgo1BvkAAwAAAC4uLmUJAAAAMgr1AwIIAwAAAC4uLmUJAAAAMgq1AQIIAwAAAC4uLmUcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAAGTdaEoCrnAe2wAwPAYAHCTj3WAAZN1Fg9mbwQAAAAtAQAABAAAAPABAQAIAAAAMgrVCBEGAQAAADIuCAAAADIK1QhzAgEAAAAxLggAAAAyClUESwwBAAAAMi4IAAAAMgpVBIkFAgAAADIyCAAAADIKVQTzAQIAAAAyMQgAAAAyChUCSQwBAAAAMTEIAAAAMgoVAoIFAgAAADEyCAAAADIKFQLsAQIAAAAxMQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAG8WD2ZvAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

则状态i经过两步转移到状态j的概率为：

![](data:image/x-wmf;base64,183GmgAAAAAAAOANYAQBCQAAAACQVwEACQAAA/UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDQAABgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdVchCvUAXU8FwPAYAHCTj3WAAZN1lCVmjgQAAAAtAQAACAAAADIK+AKEBwEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1Qh4KqiBdTwXA8BgAcJOPdYABk3WUJWaOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCg4EMQgBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdVchCvYAXU8FwPAYAHCTj3WAAZN1lCVmjgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAvgFAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3VCHgqrIF1PBcDwGABwk491gAGTdZQlZo4EAAAALQEBAAQAAADwAQAACAAAADIKGgELCAEAAABteQgAAAAyCg4EiQcBAAAAa3kIAAAAMgoAA2gMAgAAAGtqCAAAADIKAANoCgIAAABpaxwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAZN1VyEK9wBdTwXA8BgAcJOPdYABk3WUJWaOBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqACiQsBAAAAcGsIAAAAMgqgApcJAQAAAHBrCAAAADIKoALAAwEAAABqawgAAAAyCqACNgIBAAAAaWsIAAAAMgqgAkYAAQAAAHBrHAAAAPsCIP8AAAAAAACQAQAAAIYEAgAAy87M5QABk3VCHgqsIF1PBcDwGABwk491gAGTdZQlZo4EAAAALQEBAAQAAADwAQAACAAAADIKDgSzCAEAAAAxawgAAAAyCvQBQQEBAAAAMmscAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdVchCvgAXU8FwPAYAHCTj3WAAZN1lCVmjgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAsIEAQAAAClrCAAAADIKoAIIAwEAAAAsawgAAAAyCqAClAEBAAAAKGsKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCOlCVmjgAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

一般地，状态转移矩阵的k次幂就表示了状态空间中任意一个状态经过k次转移到达任意一个状态的概率。

**4、马尔科夫链的平稳分布**

当马尔科夫链满足一定的条件（不可约、非周期、正常返）时，它有一个重要的性质：无论初始状态概率分布如何，它经过许多次的状态转移，最终将收敛到一个“平稳分布”。也就是说，到达某个时刻![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9ABAAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGTdWohCoLAe1kAwPAYAHCTj3WAAZN1wR1megQAAAAtAQAACAAAADIKAAKrAwEAAAByeRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAAZN1GQkK+QjGTgXA8BgAcJOPdYABk3XBHWZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB2wIBAAAAdHkIAAAAMgqgAfL/AQAAAHR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVqIQqDwHtZAMDwGABwk491gAGTdcEdZnoEAAAALQEAAAQAAADwAQEACAAAADIKoAGUAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHrBHWZ6AAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)以后，无论前一时刻的随机变量取得什么观察值（即取得什么状态），后一时刻的随机变量的分布都不再随着前一时刻的取值发生变化。

我们一般将马尔科夫链达到稳态时的分布记为![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///0oAAAAgAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdccrCtbAe5cAwPAYAHCTj3WAAZN1ZipmgAQAAAAtAQAACAAAADIKAAEiAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABmKmaAAAAKADgAigEAAAAA/////9jyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。设状态转移矩阵为![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///+r///9AAQAAigEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTddUrCk4wbE8FGPEYAHCTj3WAAZN1Sh5mrgQAAAAtAQAACAAAADIKYAEuAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABKHmauAAAKADgAigEAAAAA/////zDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，则![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///0oAAAAgAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdccrCtbAe5cAwPAYAHCTj3WAAZN1ZipmgAQAAAAtAQAACAAAADIKAAEiAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABmKmaAAAAKADgAigEAAAAA/////9jyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)满足

![](data:image/x-wmf;base64,183GmgAAAAAAAIAFwAEBCQAAAABQWgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGABRIAAAAmBg8AGgD/////AAAQAAAAwP///+r///9ABQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdQIsCpkAuk0FwPAYAHCTj3WAAZN1LSVmDAQAAAAtAQAACAAAADIKYAEsBAEAAABweQgAAAAyCmABIgABAAAAcHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdWwjCoAguk0FwPAYAHCTj3WAAZN1LSVmDAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbQCAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3UCLAqaALpNBcDwGABwk491gAGTdS0lZgwEAAAALQEAAAQAAADwAQEACAAAADIKYAHuAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAwtJWYMAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

注意，前面说过，马尔科夫链只有当前一个随机变量取值确定时，后一个随机变量的分布才确定，所以严格来讲，![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///0oAAAAgAQAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdccrCtbAe5cAwPAYAHCTj3WAAZN1ZipmgAQAAAAtAQAACAAAADIKAAEiAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABmKmaAAAAKADgAigEAAAAA/////9jyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是一个条件分布![](data:image/x-wmf;base64,183GmgAAAAAAAGAPgAIACQAAAADxUwEACQAAAxECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgDxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gDwAAKgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdYkqCiiAczQAwPAYAHCTj3WAAZN1HC1mxQQAAAAtAQAACAAAADIKoAGXDgEAAAApeQgAAAAyCqAB5gcBAAAAfHkIAAAAMgqgATIEAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAIYEAgAAy87M5QABk3UjIwoDwHs0AMDwGABwk491gAGTdRwtZsUEAAAALQEBAAQAAADwAQAACAAAADIKAAIHCgEAAAB0eQgAAAAyCgAC8gYBAAAAMXkcAAAA+wJg/wAAAAAAAJABAQAAhgQCAADLzszlAAGTdYkqCimAczQAwPAYAHCTj3WAAZN1HC1mxQQAAAAtAQAABAAAAPABAQAIAAAAMgo4AuoNAQAAAHR5HAAAAPsCIP8AAAAAAACQAQEAAIYEAgAAy87M5QABk3UjIwoEwHs0AMDwGABwk491gAGTdRwtZsUEAAAALQEBAAQAAADwAQAACAAAADIKAAKRDQEAAABpeQgAAAAyCgACygUBAAAAdHkcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAAGTdYkqCiqAczQAwPAYAHCTj3WAAZN1HC1mxQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdIMAQAAAGF5CAAAADIKoAEKCQEAAABYeQgAAAAyCqAB7AQBAAAAWHkIAAAAMgqgAWwDAQAAAFB5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHUjIwoFwHs0AMDwGABwk491gAGTdRwtZsUEAAAALQEBAAQAAADwAQAACAAAADIKoAFaCwEAAAA9eQgAAAAyCqAB6AEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdYkqCiuAczQAwPAYAHCTj3WAAZN1HC1mxQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAmwGAQAAACt5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHUjIwoGwHs0AMDwGABwk491gAGTdRwtZsUEAAAALQEBAAQAAADwAQAACAAAADIKoAEiAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMUcLWbFAAAKADgAigEAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，只不过在稳态时，这个条件分布跟前一个随机变量的取值已经无关了，所以可以写作无条件分布![](data:image/x-wmf;base64,183GmgAAAAAAAEAIQAIACQAAAAARVAEACQAAA7UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8ACAAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAAGTdfgnCiTAeywAwPAYAHCTj3WAAZN18SpmVQQAAAAtAQAACAAAADIKoAGABwEAAAApeQgAAAAyCqABMAQBAAAAKHkcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAAGTdecqCnFAkU0FwPAYAHCTj3WAAZN18SpmVQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAvAGAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHX4JwolwHssAMDwGABwk491gAGTdfEqZlUEAAAALQEAAAQAAADwAQEACAAAADIKAAJqBgEAAAAreRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB15yoKckCRTQXA8BgAcJOPdYABk3XxKmZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB5wEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAGTdfgnCibAeywAwPAYAHCTj3WAAZN18SpmVQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAsgFAQAAAHR5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABk3XnKgpzQJFNBcDwGABwk491gAGTdfEqZlUEAAAALQEBAAQAAADwAQAACAAAADIKoAHqBAEAAABYeQgAAAAyCqABagMBAAAAUHkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdfgnCifAeywAwPAYAHCTj3WAAZN18SpmVQQAAAAtAQAABAAAAPABAQAIAAAAMgqgASIAAQAAAHB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AVfEqZlUAAAoAOACKAQAAAAABAAAA2PIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。

三、统计推断与随机采样

对于形式复杂的分布，即使能够给出其解析的形式，但是从该分布中采样也是很难的。你可能觉得只要给定一个分布的形式，那么从该分布中采样就是一个很简单的事，实际上这是不对的。比如你可以想一下对标准正态分布进行采样，应该使用什么方法？该方法是否很简单？

实际上是不简单的，一般来说，只有均匀分布是比较容易采样的，其他形式的分布的采样都得动点脑筋。

四、概率图模型

**1、隐马尔可夫模型（HMM）**

**2、条件随机场（CRF）**