0、概述

集成学习是将诸多基学习器组合成一个性能较高的学习器的方法。这些基学习器可以是弱学习器，集成学习将它们组合，能够得到一个强学习器（这在理论上可以证明）。

集成学习的集成策略（即基学习器的组合方式）主要有两种：Bagging和Boosting。下面分别介绍这两种集成策略。

**1、Bagging**

（1）Bagging的训练过程是：从训练集中使用boostrap方法（即自助采样法，也就是有放回地采样）随机采出多个子集，用每个子集训练一个基学习器。显然，这些基学习器的训练可以并行执行。

（2）Bagging的预测过程是：对于分类问题，将基学习器们的投票结果作为最终输出；对于回归问题，对基学习器们的输出作平均作为最终输出。

（3）Bagging的特点是：通过降低方差来提升基学习器的性能（多个模型投票或平均能够降低方差）。但是注意，Bagging策略能降低方差的关键是基学习器之间的“独立性”。但实际中无法实现完全独立，只能尽量增加各基学习器之间的“差异性”或者说基学习器们的“多样性”。

**2、Boosting**

（1）Boosting的训练过程是：先从初始的训练集训练出一个基学习器，再根据基学习器的表现对训练样本分布进行调整，使得先前基学习器做错的训练样本在后续受到更多的关注，然后基于调整后的样本分布来训练下一个基学习器。如此重复进行，直至基学习器数目达到事先指定的值。显然，这些基学习器的训练需要串行执行。

（2）Boosting的预测过程是：将训练好的基学习器加权结合。

Boosting策略只给出了一般的思路，要想具体地实现它，还需要具体地考虑几个问题：训练集分布的调整如何计算，所有基学习器如何结合以及所有基学习器结合时每个基学习器的权重如何计算。

（3）Boosting的特点是：通过降低偏差来提升基学习器的性能。

集成学习最常用的基学习器就是决策树，基于决策树的集成主要有两类：随机森林和提升树，前者使用Bagging集成策略，后者使用Boosting集成策略。

除了提升树，Boosting还有一种具体的实现方式，那就是AdaBoost。

一、随机森林

随机森林是Bagging的一种实现。顾名思义，它使用决策树作为基学习器，并基于Bagging集成策略。（它在Bagging的基础做了一点小小的改动：Bagging对训练集进行部分采样时只在样本上随机采样，而随机森林还在特征上随机采样，也就是说，各个基学习器使用的样本的特征不完全一样）

我们知道，弱学习器可以集成为强学习器。对于随机森林来说，它使用不剪枝的CART决策树作为基学习器。基学习器很容易过拟合，因而拥有较弱的泛化性能。随机森林基于Bagging策略，并行地训练多个基学习器，使用投票或平均的方法集成这些基学习器，形成一个较强泛化性能的模型。但是这样做有一个前提，就是各基学习器要尽量差异化。实际上，最好是各个基学习器相互独立，但是实际中很难做到完全互相独立，所以随机森林算法只能尽量地差异化各个基学习器。如何差异化各个基学习器呢？一个自然的想法是，对每个基学习器，不使用整个训练集，而是使用训练集的一部分进行训练，训练出的基学习器自然会有差异。随机森林就是这样做的，它对训练集进行样本上和特征上的随机采样，采样得到的不同子集用来训练不同的基学习器。样本上的采样使用有放回随机采样（boostrap采样）；特征上的采样使用无放回的随机采样。

注意，这样的随机采样方法使得各个基学习器使用的子集之间会有一定的“重叠”，从而造成各个基学习器之间不会完全独立。但是不能为了使它们不重叠，就让各基学习器使用完全不相交的子集，因为这样会使子集容量太小，基学习器学到的信息太少，从而使基学习器准确率太低。

总之，Bagging通过对训练集进行部分采样，尽量增加各基学习器的差异程度，从而增强其泛化性能。

对于特征上的随机采样，每个子集的采样特征数一般设定为![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA3sBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAc0DHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk2B1gAFkdZENZr8EAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTYHWAAWR1kQ1mvwQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAGs9bG9nZMAA2ABmAMAAUQEAA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFrAAIAgT0AAgCBbAACAIFvAAIAgWcAAwAbAAALAQACAIgyAAABAQAKAgCBZAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAL+RDWa/AAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中d是总的特征数；对于样本上的随机采样，一般每个子集的容量为整个训练集的63.2%。

二、AdaBoost

AdaBoost算法是Boosting的一种实现，它是一个二类分类的模型。它没有指定具体的基学习器，所以它不是一个“完全具体”的算法，它有一定的扩展性。但是它指定了基学习器结合的方式（加权相加）以及损失函数（指数损失函数），从而能基于贪心优化方法导出其训练样本的权重调整的具体方式和基学习器权重的具体计算方法。

AdaBoost模型的形式为：
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可以看出，它是把基学习器们加权相加的结果作为最终模型输出，这被称为“加性模型”。
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当然，我们不可能知道总体的分布D和相应的God模型，但我们有训练集和训练集中的样本标签，因此损失函数可以进行相应的改造。

从AdaBoost的基本思路中我们可以得到一个启示：一般来说，机器学习模型的模型形式和目标函数可以分离，也就是说，每一种模型都可以使用不同的目标函数。这也是后面要介绍的XGBoost系统设计的一个思想，以此提高系统的可扩展性。

这里省略推导步骤，直接给出AdaBoost的算法流程：

给定训练集![](data:image/x-wmf;base64,183GmgAAAAAAAMAWQAIACQAAAACRSgEACQAAAywCAAACABoBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAWCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AFgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAwEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdhoQZhsEAAAALQEAACIAAAAyCgAAAAASAAAAKDEpKDEpKDIpKDIpKG0pKG0pRABrAJ0BRABrAKsCXAB8AJ0BXAB8ACsEXAC+AJ0BXAC+ALwBBQAAABQCoAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJOQdoABlHYaEGYbBAAAAC0BAQAEAAAA8AEAAC0AAAAyCgAAAAAZAAAAVD17KHgseSksKHgseSksLi4uLCh4LHkpfQDwANgAugB+APgBYADyAX4AYAB+ACECYAAbAn4AYABgAGAAYABgAH4AYwJgAF0CfgAAAxoBAAAmBg8AKQJBcHBzTUZDQwEAAgIAAAICAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFUAAIAgT0AAgCBewACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCIMQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIgxAAIAgikAAAAKAgCBKQACAIEsAAIAgSgAAgCBeAADABwAAAsBAQEAAgCCKAACAIgyAAIAgikAAAAKAgCBLAACAIF5AAMAHAAACwEBAQACAIIoAAIAiDIAAgCCKQAAAAoCAIEpAAIAgSwAAgCBLgACAIEuAAIAgS4AAgCBLAACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBbQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIFtAAIAgikAAAAKAgCBKQACAIF9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABsaEGYbAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中![](data:image/x-wmf;base64,183GmgAAAAAAAMAOQAIACQAAAACRUgEACQAAA+wBAAACAMgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAOCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ADgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0ABIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAky51gAEydXcLZgIEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpiVUATwC8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTLnWAATJ1dwtmAgQAAAAtAQEABAAAAPABAAAiAAAAMgoAAAAAEgAAAHl7MSwxfSxpPTEsMiwuLi4sbTEDzgHAAGAAwAC6AGAAbADYAMAAYADAAGAAYABgAGAAYAAAAwUAAAAUAqABVwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdcQMCo+IWl8DqNgYAICTLnWAATJ1dwtmAgQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAM4tBAIAA8gAAAAmBg8AhgFBcHBzTUZDQwEAXwEAAF8BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF5AAMAHAAACwEBAQACAIIoAAIAgWkAAgCCKQAAAAoCBIYIIs4CAIF7AAIEhhIiLQIAgTEAAgCBLAACAIExAAIAgX0AAgCBLAACAIFpAAIAgT0AAgCBMQACAIEsAAIAgTIAAgCBLAACAIEuAAIAgS4AAgCBLgACAIEsAAIAgW0AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQACdwtmAgAACgA4AIoBAAAAAAEAAADY4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，并给定基学习器以及基学习器的学习算法，

（1）初始化训练数据的权值分布为均匀分布：

![](data:image/x-wmf;base64,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)

（2）迭代N次，每次迭代训练一个基学习器、计算该基学习器的权重以及更新训练数据的权值分布。具体来说，第t次迭代执行如下操作：

（a）使用分布为Dt的训练数据学习一个基学习器![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA3MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdj4RZp0EAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2PhFmnQQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGgoeClSAX4AwAAAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFoAAMAGwAACwEAAgCBdAAAAQEACgIAgSgAAgCBeAACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnT4RZp0AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（注意![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA3MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdj4RZp0EAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2PhFmnQQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGgoeClSAX4AwAAAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFoAAMAGwAACwEAAgCBdAAAAQEACgIAgSgAAgCBeAACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnT4RZp0AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的输出是-1或+1）；

（b）计算![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA3MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdj4RZp0EAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2PhFmnQQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGgoeClSAX4AwAAAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFoAAMAGwAACwEAAgCBdAAAAQEACgIAgSgAAgCBeAACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnT4RZp0AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)在训练数据集上的分类误差率：

![](data:image/x-wmf;base64,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)

注意，这里体现了训练数据的权值分布的意义——它用于计算基学习器的分类误差率。

（c）根据分类误差率，计算![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIBCQAAAADQXwEACQAAA3MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdj4RZp0EAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2PhFmnQQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGgoeClSAX4AwAAAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFoAAMAGwAACwEAAgCBdAAAAQEACgIAgSgAAgCBeAACAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnT4RZp0AAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的系数：

![](data:image/x-wmf;base64,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)

（d）更新训练数据集的权值分布：

![](data:image/x-wmf;base64,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)

其中，![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAS0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdgwMZvAEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2DAxm8AQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFp5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDWgADABsAAAsBAAIAgXQAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A8AwMZvAAAAoAOACKAQAAAAAAAAAADOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)是规范化因子![](data:image/x-wmf;base64,183GmgAAAAAAACAMQAQBCQAAAABwVgEACQAAA+ADAAACAAIBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABCAMCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gCwAA7wMAAAUAAAAJAgAAAAIFAAAAFAJsAWoIHAAAAPsCX/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdkoNZr8EAAAALQEAABAAAAAyCgAAAAAGAAAAKGkpKGkpNAAtAOQBNAAtAEIBBQAAABQCCQKuBxwAAAD7Al//AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZKDWa/BAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAdHThAUIBBQAAABQC+gAEAxwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZKDWa/BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbXS8AQUAAAAUAs8B9gccAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2Sg1mvwQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAHloKHgpABkB3QBIADsBvAEFAAAAFALjAi0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdkoNZr8EAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAB0dGkfJQQ+ALwBBQAAABQC7APNAhwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZKDWa/BAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAaT0xrD4AfAC8AQUAAAAUAoACpwEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2Sg1mvwQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAD1lOAQAAwUAAAAUAoACQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2Sg1mvwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFplAAMFAAAAFALPARIHHAAAAPsCIv8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZVFAqu4Hl/A6TdGACAk5B2gAGUdkoNZr8EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhZbwBBQAAABQCgAJEBBwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2NhEKIiB6fwOk3RgAgJOQdoABlHZKDWa/BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAd2UAAwUAAAAUAs8BlgYcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdlUUCq/geX8DpN0YAICTkHaAAZR2Sg1mvwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC1lvAEFAAAAFALYAo4CHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHY2EQojIHp/A6TdGACAk5B2gAGUdkoNZr8EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADlZYAEAgEAACYGDwD5AUFwcHNNRkNDAQDSAQAA0gEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1oAAwAbAAALAQACAIF0AAABAQAKAgCBPQADABBwAAEAAgSEyQN3AwAbAAALAQACAIF0AAIAgWkAAAEBAAoCAIFlAAMAHAAACwEBAQACBIYSIi0CBISxA2EDABsAAAwBAAIAgXQAAAEBAAsCAIF5AAMAHAAADAEBAQACAIIoAAIAgmkAAgCCKQAAAAsCAIFoAAMAGwAADAEAAgCBdAAAAQEACwIAgigAAgCCeAADABwAAAwBAQEAAgCCKAACAIJpAAIAgikAAAALAgCCKQAAAAABAAIAgWkAAgCBPQACAIgxAAABAAIAgW0AAA0CBIYRIuUAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Av0oNZr8AAAoAOACKAQAAAAAAAAAA1OcYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，它的作用是使![](data:image/x-wmf;base64,183GmgAAAAAAAMACQAIACQAAAACRXgEACQAAA28BAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAWABHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdjQNZqMEAAAALQEAAAwAAAAyCgAAAAADAAAAdCsxUT4AeAC8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2NA1mowQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAER5AAOXAAAAJgYPACQBQXBwc01GQ0MBAP0AAAD9AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBRAADABsAAAsBAAIAgXQAAgCBKwACAIgxAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKM0DWajAAAKADgAigEAAAAAAAAAAAziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)成为一个规范的概率分布。

（3）对训练好的所有基学习器，将它们加权相加：

![](data:image/x-wmf;base64,183GmgAAAAAAAGAKQAQACQAAAAAxUAEACQAAA6YCAAACAMkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABGAKCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////8gCgAA7wMAAAUAAAAJAgAAAAIFAAAAFAL6AG8EHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnIHZocEAAAALQEAAAkAAAAyCgAAAAABAAAATnm8AQUAAAAUAuMCrwYcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cgdmhwQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHR0OgG8AQUAAAAUAuwDMQQcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cgdmhwQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHQxwgC8AQUAAAAUAoACOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cgdmhwQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAAEgoeCk9aCh4KWwUAX4AwAB+AAEEUgF+AMAAAAMFAAAAFAKAAqEFHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZUEQpKiGR2A6jYGACAk5B2gAGUdnIHZocEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhMQADBQAAABQC7AOEBBwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2xRAKFGhkdgOo2BgAgJOQdoABlHZyB2aHBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPTG8AQUAAAAUAtgC8QMcAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAdlQRCkuIZHYDqNgYAICTkHaAAZR2cgdmhwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAOUxgATJAAAAJgYPAIcBQXBwc01GQ0MBAGABAABgAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBSAACAIEoAAIAgXgAAgCBKQACAIE9AAMAEHAAAQACBISxA2EDABsAAAsBAAIAgXQAAAEBAAoCAIFoAAMAGwAACwEAAgCBdAAAAQEACgIAgSgAAgCBeAACAIEpAAALAQACAIF0AAIEhj0APQIAiDEAAAEAAgCBTgAADQIEhhEi5QAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCHcgdmhwAACgA4AIoBAAAAAAEAAADY4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

得到最终的分类器：

![](data:image/x-wmf;base64,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)

可以看出，基学习器的系数的计算是本着“误差率越高，系数越低”的原则；

而第i个训练样本权值的第t+1次更新是本着“若第t个模型对它预测正确，则减小其权重，若预测错误，则增加其权重”的原则，且增加或减小的程度与第t个模型的分类准确率有关，准确率越低，增加或减小的程度越高。这确实与Boosting的思想是一致的。

再次强调，在指定了加权相加的基学习器结合方式和指数损失函数后，AdaBoost模型的基学习器系数的计算方法和训练数据权值调整方法可以自然地导出，而不需要再特意设定。

有些人可能要问，AdaBoost为什么选择指数损失函数，而不选择其他的损失函

数呢？这可能是为了使它的算法流程中，基学习器系数的计算和训练数据权值的更新在形式上尽量简单吧。

三、提升树

**1、提升树**

提升树也是Boosting的一种实现。与随机森林相同，它也指定CART决策树为基学习器；与AdaBoost类似，它也基于加性模型。

提升树模型的形式为：

![](data:image/x-wmf;base64,183GmgAAAAAAAMAIQAQBCQAAAACQUgEACQAAA8gCAAACAL0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABMAICwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////+ACAAA7wMAAAUAAAAJAgAAAAIFAAAAFAL6AF8CHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAky51gAEydRwCZt8EAAAALQEAAAkAAAAyCgAAAAABAAAATnm8AQUAAAAUAuMChwccAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTLnWAATJ1HAJm3wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHR5vAEFAAAAFALsAyECHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAky51gAEydRwCZt8EAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB0McIAvAEFAAAAFAJuAl4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAky51gAEydRwCZt8EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAACIMQADBQAAABQCgAJGABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJMudYABMnUcAmbfBAAAAC0BAAAEAAAA8AEBABIAAAAyCgAAAAAHAAAAeT1UKHg7Kf+0AK8C9gCQAMAADAIAAwUAAAAUAuwDdAIcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdVsLCnDYSm4DqNgYAICTLnWAATJ1HAJm3wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAD0xvAEFAAAAFAKAAlsGHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHU/BwrguEpuA6jYGACAky51gAEydRwCZt8EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABRMQADBQAAABQC2ALhARwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1WwsKcdhKbgOo2BgAgJMudYABMnUcAmbfBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAA5TGABL0AAAAmBg8AbwFBcHBzTUZDQwEASAEAAEgBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAYF5AAYACQACAIE9AAMAEHAAAQACAIFUAAIAgigAAgCBeAACAIE7AAIEhZgDUQMAGwAACwEAAgCBdAAAAQEACgIAgikAAAsBAAIAgXQAAgSGPQA9AgCIMQAAAQACAIFOAAANAgSGESLlAAAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAN8cAmbfAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAEAFQAIBCQAAAAAQWQEACQAAA60BAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARIEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdrQQZuMEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2tBBm4wQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAFQoeDspAPYAkADAAAwCAAMFAAAAFAKAAeYCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZEEAoZkG2BA6jYGACAk5B2gAGUdrQQZuMEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABReQADoAAAACYGDwA1AUFwcHNNRkNDAQAOAQAADgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVQAAgCCKAACAIF4AAIAgTsAAgSFmANRAwAbAAALAQACAIF0AAABAQAKAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDjtBBm4wAACgA4AIoBAAAAAAEAAADY4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)是第t棵决策树，![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAWABHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnYQZtYEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdqsQCrTQh4gDqNgYAICTkHaAAZR2dhBm1gQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFF5AAOTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSFmANRAwAbAAALAQACAIF0AAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDWdhBm1gAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)是决策树的参数，N是树的个数。

可以看出，虽然同为加性模型，但AdaBoost是各基学习器的加权相加，提升树则是直接相加。

提升树采用贪心优化方法（又叫“前向分布算法”），即：不是一次性地求解整体的最优模型，而是每次只求解一个最优的决策树。其优化目标为：

![](data:image/x-wmf;base64,183GmgAAAAAAAOAZQAQACQAAAACxQwEACQAAAx4EAAACADsBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABOAZCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////+gGQAA7wMAAAUAAAAJAgAAAAIFAAAAFALsAzsFHAAAAPsCX/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdmEQZnUEAAAALQEAAAkAAAAyCgAAAAABAAAAdHlCAQUAAAAUAvoA1QccAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2YRBmdQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG15vAEFAAAAFALUAWELHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdmEQZnUEAAAALQEAAAQAAADwAQEAFQAAADIKAAAAAAkAAAAoaSkoaSkoaSleSAA+AEQEVQBPAKkEVQBPALwBBQAAABQC4wJgARwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZhEGZ1BAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAdHQxdBgMwgDlCbwBBQAAABQC7AOdBxwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZhEGZ1BAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAaTG7ALwBBQAAABQCGgKCABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHZhEGZ1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiDEAAwUAAAAUAoAC2gEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2YRBmdQQAAAAtAQAABAAAAPABAQAlAAAAMgoAAAAAFAAAAD1hcmdtaW4oeSxmKHgpVCh4OykpDgGoAH4AwAAmAWwAtwN+AMMBigDhAZAA8wHUAfYAkADnAQwCfgAAAwUAAAAUAoACOQkcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2YRBmdQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEwxAAMFAAAAFALjAssNHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHaQEwqrQKlkA6TdGACAk5B2gAGUdmEQZnUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAtMbwBBQAAABQCsgOOBAkAAAAyCgAAAAABAAAAUTG8AQUAAAAUAuwD6QcJAAAAMgoAAAAAAQAAAD0xvAEFAAAAFAKAAjQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHYZDAoPYKlkA6TdGACAk5B2gAGUdmEQZnUEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABRK1Gr0hHtBAADBQAAABQC2AJfBxwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2kBMKrECpZAOk3RgAgJOQdoABlHZhEGZ1BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAA5TGABDsBAAAmBg8AbAJBcHBzTUZDQwEARQIAAEUCAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBYWYA1EGAAkAAwAbAAALAQACAIF0AAABAQAKAgCBPQADABcQAAEAAgCBYQACAIFyAAIAgWcAAgCBbQACAIFpAAIAgW4AAAsBAAIEhZgDUQMAGwAADAEAAgCBdAAAAQEAAAsBAQAKAwAQcAABAAIAg0wAAgCCKAACAIJ5AAMAHAAACwEBAQACAIIoAAIAgmkAAgCCKQAAAAoCAIIsAAIAgmYAAwAbAAALAQACAIF0AAIEhhIiLQIAiDEAAAEBAAoCAIIoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBaQACAIIpAAAACgIAgikAAgSGKwArAgCBVAACAIIoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBaQACAIIpAAAACgIAgTsAAgSFmANRAwAbAAALAQACAIF0AAABAQAKAgCCKQACAIIpAAALAQACAIFpAAIEhj0APQIAiDEAAAEAAgCBbQAADQIEhhEi5QAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHVhEGZ1AAAKADgAigEAAAAAAQAAANTnGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

然后把它加到已经训练好的模型（当前模型）上，得到更新的模型：

![](data:image/x-wmf;base64,183GmgAAAAAAAGANQAIACQAAAAAxUQEACQAAAyICAAACANAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAcoAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdg0PZmAEAAAALQEAAA0AAAAyCgAAAAAEAAAAdHQxdJ4DwgD7BrwBBQAAABQCgAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHYND2ZgBAAAAC0BAQAEAAAA8AEAAB4AAAAyCgAAAAAPAAAAZih4KT1mKHgpK1QoeDspAAoBfgDAAH4A2ADhAX4AwAB+ANgA9gCQAMAADAIAAwUAAAAUAuMBuwQcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdp8QCjGw2bQApN0YAICTkHaAAZR2DQ9mYAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15vAEFAAAAFAKAAfkKHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ3EApZMNq0AKTdGACAk5B2gAGUdg0PZmAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABReQAD0AAAACYGDwCWAUFwcHNNRkNDAQBvAQAAbwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgWYAAwAbAAALAQACAIF0AAABAQAKAgCBKAACAIF4AAIAgSkAAgCBPQACAIFmAAMAGwAACwEAAgCBdAACBIYSIi0CAIExAAABAQAKAgCBKAACAIF4AAIAgSkAAgCBKwACAIFUAAIAgigAAgCBeAACAIE7AAIEhZgDUQMAGwAACwEAAgCBdAAAAQEACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBgDQ9mYAAACgA4AIoBAAAAAAAAAADU5xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

其中，i表示第几个样本，t表示第几个决策树；![](data:image/x-wmf;base64,183GmgAAAAAAAGAGYAIACQAAAAARWgEACQAAA/ABAAACAK4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAGCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBgAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AJICHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdokSZlYEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpcVUATwC8AQUAAAAUAgMCOQUcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2iRJmVgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHR5vAEFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdokSZlYEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAABUKHg7KQD2AJAA5wEMAgADBQAAABQCoAENBBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2qxAKvGDxYQOo2BgAgJOQdoABlHaJEmZWBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAUXkAA64AAAAmBg8AUQFBcHBzTUZDQwEAKgEAACoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFUAAIAgigAAgCBeAADABwAAAsBAQEAAgCCKAACAIFpAAIAgikAAAAKAgCBOwACBIWYA1EDABsAAAsBAAIAgXQAAAEBAAoCAIIpAAAAjQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFaJEmZWAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)表示第t个决策树对第i个样本的预测值，![](data:image/x-wmf;base64,183GmgAAAAAAAGAFYAIBCQAAAAAQWQEACQAAA+8BAAACAK4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AH0DHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnIHZtcEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpf1UATwC8AQUAAAAUAgMCygAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cgdm1wQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHQxwgC8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cgdm1wQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAGYoeCnhAZAA8wEAAwUAAAAUAgMCHQEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdisVCj3wtVoDqNgYAICTkHaAAZR2cgdm1wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0xvAGuAAAAJgYPAFEBQXBwc01GQ0MBACoBAAAqAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCCZgADABsAAAsBAAIAgXQAAgSGEiItAgCIMQAAAQEACgIAgigAAgCBeAADABwAAAsBAQEAAgCCKAACAIFpAAIAgikAAAAKAgCCKQAAAHUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDXcgdm1wAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示前t-1个决策树结合后的模型（当前模型）对第i个样本的预测值。L表示损失函数，它是样本标签和模型预测值的函数。

可以看出提升树与AdaBoost的另一个区别：提升树支持各种损失函数，但AdaBoost指定损失函数为指数损失函数（如果不指定指数损失函数，则AdaBoost不能推导出具体的基学习器系数的计算和训练数据权值的更新方式）。

这里如果指定决策树为回归树，那么可以给出![](data:image/x-wmf;base64,183GmgAAAAAAAMAEAAIBCQAAAADQWAEACQAAA3IBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnsQZoAEAAAALQEAAA8AAAAyCgAAAAAFAAAAVCh4OykA9gCQAMAAjAEAAwUAAAAUAmAB5gIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdrQRCqxgDW0DqNgYAICTkHaAAZR2exBmgAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFF5AAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBVAACAIIoAAIAgXgAAgCBOwACBIWYA1ECAIIpAAAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIB7EGaAAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)具体的形式：

我们知道，决策树的训练过程相当于将训练集划分成多个子集，每个子集对应于决策树的一个叶节点，决策树利用这些叶节点对样本进行预测——每个叶节点对应一个输出，决策树对某个样本的预测值就是该样本所属叶节点的输出值。对回归树而言，一个叶节点的输出是该叶节点中样本的标签值的平均。

设树T的各叶节点对应的子集为![](data:image/x-wmf;base64,183GmgAAAAAAAAAIQAIBCQAAAABQVAEACQAAA5wBAAACALgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAICwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAUUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdg4RZsIEAAAALQEAAAwAAAAyCgAAAAADAAAAMTJK4TYC3wO8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2DhFmwgQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAAFIsUiwuLi4sUs+OAZAAtwF4AGAAYABgAJAAAAO4AAAAJgYPAGYBQXBwc01GQ0MBAD8BAAA/AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBUgADABsAAAsBAAIAiDEAAAEBAAoCAIIsAAIAgVIAAwAbAAALAQACAIgyAAABAQAKAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAgVIAAwAbAAALAQACAIFKAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMIOEWbCAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，对应的输出为![](data:image/x-wmf;base64,183GmgAAAAAAAKAGQAIBCQAAAADwWgEACQAAA5wBAAACALgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAGCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdMAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdigSZswEAAAALQEAAAwAAAAyCgAAAAADAAAAMTJKscQBbQO8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YAICTkHaAAZR2KBJmzAQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAAGMsYywuLi4sY1oiAYoASwF4AGAAYABgAIoAAAO4AAAAJgYPAGYBQXBwc01GQ0MBAD8BAAA/AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBYwADABsAAAsBAAIAiDEAAAEBAAoCAIIsAAIAgWMAAwAbAAALAQACAIgyAAABAQAKAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAgWMAAwAbAAALAQACAIFKAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMwoEmbMAAAKADgAigEAAAAAAAAAANTnGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，则决策树可以表示为：

![](data:image/x-wmf;base64,183GmgAAAAAAACAOYAQACQAAAABRVAEACQAAA4QCAAACANIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgBCAOCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gDQAADwQAAAUAAAAJAgAAAAIFAAAAFAL6ABYGHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdjURZgEEAAAALQEAAAkAAAAyCgAAAAABAAAASnm8AQUAAAAUAuMCCggcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2NRFmAQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGpq/AS8AQUAAAAUAuwDwwUcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2NRFmAQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGo9MRY+AHwAvAEFAAAAFAKAAjQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdjURZgEEAAAALQEBAAQAAADwAQAAGQAAADIKAAAAAAwAAABUKHg7KT1jSSh4Uin2AJAAwACMAYoArwJaAXgAfgBAApYBAAMFAAAAFAKAAuYCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ1DwpykEiNA6jYGACAk5B2gAGUdjURZgEEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABRzqUHAAMFAAAAFALYAncFHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ3EAoYMEiNA6jYGACAk5B2gAGUdjURZgEEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADlzoAE0gAAACYGDwCaAUFwcHNNRkNDAQBzAQAAcwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVQAAgCCKAACAIF4AAIAgTsAAgSFmANRAgCCKQACAIE9AAMAEHAAAQACAIFjAAMAGwAACwEAAgCBagAAAQEAAAEAAgCBagACAIE9AAIAiDEAAAEAAgCCSgAADQIEhhEi5QAKAgCCSQACAIIoAAIAgngAAgSGCCLOAgCCUgADABsAAAsBAAIAgWoAAAEBAAoCAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AATURZgEAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

其中I表示指示函数。

进一步，如果指定损失函数为MSE损失，则损失函数可以写成：

![](data:image/x-wmf;base64,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)

其中r是当前模型（前t-1次决策树训练后得到的结合模型）拟合数据的残差。也就是说，每个决策树训练时，以该决策树输出与当前模型的残差的MSE最小化为目标。

这样，我们就得到了回归提升树的具体算法：

给定训练集![](data:image/x-wmf;base64,183GmgAAAAAAAMAWQAIACQAAAACRSgEACQAAAywCAAACABoBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAWCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AFgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AAwEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdhoQZhsEAAAALQEAACIAAAAyCgAAAAASAAAAKDEpKDEpKDIpKDIpKG0pKG0pRABrAJ0BRABrAKsCXAB8AJ0BXAB8ACsEXAC+AJ0BXAC+ALwBBQAAABQCoAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJOQdoABlHYaEGYbBAAAAC0BAQAEAAAA8AEAAC0AAAAyCgAAAAAZAAAAVD17KHgseSksKHgseSksLi4uLCh4LHkpfQDwANgAugB+APgBYADyAX4AYAB+ACECYAAbAn4AYABgAGAAYABgAH4AYwJgAF0CfgAAAxoBAAAmBg8AKQJBcHBzTUZDQwEAAgIAAAICAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFUAAIAgT0AAgCBewACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCIMQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIgxAAIAgikAAAAKAgCBKQACAIEsAAIAgSgAAgCBeAADABwAAAsBAQEAAgCCKAACAIgyAAIAgikAAAAKAgCBLAACAIF5AAMAHAAACwEBAQACAIIoAAIAiDIAAgCCKQAAAAoCAIEpAAIAgSwAAgCBLgACAIEuAAIAgS4AAgCBLAACAIEoAAIAgXgAAwAcAAALAQEBAAIAgigAAgCBbQACAIIpAAAACgIAgSwAAgCBeQADABwAAAsBAQEAAgCCKAACAIFtAAIAgikAAAAKAgCBKQACAIF9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABsaEGYbAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，注意，在讨论决策树模型时，“T”有时表示训练集，有时表示决策树模型，注意根据上下文区分。

（1）初始化![](data:image/x-wmf;base64,183GmgAAAAAAACAFQAIACQAAAABxWQEACQAAA3sBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAcQAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdgETZn4EAAAALQEAAAkAAAAyCgAAAAABAAAAMHm8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2ARNmfgQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAGYoeCk9MCoBkADSAIoA5AAAA58AAAAmBg8ANAFBcHBzTUZDQwEADQEAAA0BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIJmAAMAGwAACwEAAgCIMAAAAQEACgIAgigAAgCBeAACAIIpAAIAgT0AAgCIMAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAH4BE2Z+AAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)；

（2）迭代N次，第t次迭代的操作如下：

（a）计算当前模型对各样本的的残差：![](data:image/x-wmf;base64,183GmgAAAAAAAIARYAIACQAAAADxTQEACQAAA1ACAAACAPAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoARCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AEQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0APsCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdv4NZtwEAAAALQEAABAAAAAyCgAAAAAGAAAAKGkpKGkpSAA+ALkESAA+ALwBBQAAABQCAwKmABwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJOQdoABlHb+DWbcBAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAdGl0LTEAPgD0BD4ARQC8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2/g1m3AQAAAAtAQAABAAAAPABAQAiAAAAMgoAAAAAEgAAAHI9eWYoeCksaTEsMiwuLi4sbR0B2AATA6IBfgDVAX4AhADIAZwAkAC6AHgAYABgAGAAkAAAAwUAAAAUAqABNAQcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdhkJCqOwF14DqNgYAICTkHaAAZR2/g1m3AQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAC09ywYAA/AAAAAmBg8A1QFBcHBzTUZDQwEArgEAAK4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFyAAMAGwAACwEAAgCBdAACAIFpAAABAQAKAgCBPQACAIF5AAMAHAAACwEBAQACAIIoAAIAgmkAAgCCKQAAAAoCBIYSIi0CAIFmAAMAGwAACwEAAgCBdAACAIEtAAIAgTEAAAEBAAoCAIIoAAIAgngAAwAcAAALAQEBAAIAgigAAgCCaQACAIIpAAAACgIAgikAAgCCLAACAIJpAAIEhj0APQIAiDEAAgCCLAACAIgyAAIAgiwAAgCCLgACAIIuAAIAgi4AAgCCLAACAIFtAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANz+DWbcAAAKADgAigEAAAAAAAAAANjiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)；

（b）训练一个回归树来拟合残差![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAaYAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdsANZpkEAAAALQEAAAoAAAAyCgAAAAACAAAAdGk+ALwBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDc1xgAgJOQdoABlHbADWaZBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcmkAA5UAAAAmBg8AHwFBcHBzTUZDQwEA+AAAAPgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFyAAMAGwAACwEAAgCBdAACAIFpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCZwA1mmQAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，得到![](data:image/x-wmf;base64,183GmgAAAAAAAEAFQAIBCQAAAAAQWQEACQAAA60BAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARIEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUduAQZvAEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR24BBm8AQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAFQoeDspAPYAkADAAAwCAAMFAAAAFAKAAeYCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbADQqBKPtpA9zXGACAk5B2gAGUduAQZvAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABReQADoAAAACYGDwA1AUFwcHNNRkNDAQAOAQAADgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVQAAgCCKAACAIF4AAIAgTsAAgSFmANRAwAbAAALAQACAIF0AAABAQAKAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDw4BBm8AAACgA4AIoBAAAAAAEAAAAM4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)；

（c）更新模型![](data:image/x-wmf;base64,183GmgAAAAAAAGANQAIACQAAAAAxUQEACQAAAyICAAACANAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gDQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAcoAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGACAk5B2gAGUdg0PZmAEAAAALQEAAA0AAAAyCgAAAAAEAAAAdHQxdJ4DwgD7BrwBBQAAABQCgAE0ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCk3RgAgJOQdoABlHYND2ZgBAAAAC0BAQAEAAAA8AEAAB4AAAAyCgAAAAAPAAAAZih4KT1mKHgpK1QoeDspAAoBfgDAAH4A2ADhAX4AwAB+ANgA9gCQAMAADAIAAwUAAAAUAuMBuwQcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdp8QCjGw2bQApN0YAICTkHaAAZR2DQ9mYAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC15vAEFAAAAFAKAAfkKHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ3EApZMNq0AKTdGACAk5B2gAGUdg0PZmAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABReQAD0AAAACYGDwCWAUFwcHNNRkNDAQBvAQAAbwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgWYAAwAbAAALAQACAIF0AAABAQAKAgCBKAACAIF4AAIAgSkAAgCBPQACAIFmAAMAGwAACwEAAgCBdAACBIYSIi0CAIExAAABAQAKAgCBKAACAIF4AAIAgSkAAgCBKwACAIFUAAIAgigAAgCBeAACAIE7AAIEhZgDUQMAGwAACwEAAgCBdAAAAQEACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBgDQ9mYAAACgA4AIoBAAAAAAAAAADU5xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

（3）得到最终的提升树模型![](data:image/x-wmf;base64,183GmgAAAAAAACALQAQBCQAAAABwUQEACQAAA3kCAAACAMsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABCALCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6/////gCgAA7wMAAAUAAAAJAgAAAAIFAAAAFAL6AMAEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnwPZl0EAAAALQEAAAkAAAAyCgAAAAABAAAATnm8AQUAAAAUAuMCzQAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2fA9mXQQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAE50Gwm8AQUAAAAUAuwDhgQcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2fA9mXQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAHQ9Mes+AHwAvAEFAAAAFAKAAjQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnwPZl0EAAAALQEBAAQAAADwAQAAFgAAADIKAAAAAAoAAABmKHgpPVQoeDspawF+AMAAfgCvAvYAkADAAAwCAAMFAAAAFAKAArwIHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbBDAqbuJKcA6jYGACAk5B2gAGUdnwPZl0EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABRdAADBQAAABQC2AJCBBwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2qBAK7TiTnAOo2BgAgJOQdoABlHZ8D2ZdBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAA5XSABMsAAAAmBg8AiwFBcHBzTUZDQwEAZAEAAGQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFmAAMAGwAACwEAAgCBTgAAAQEACgIAgSgAAgCBeAACAIEpAAIAgT0AAwAQcAABAAIAgVQAAgCCKAACAIF4AAIAgTsAAgSFmANRAwAbAAALAQACAIF0AAABAQAKAgCCKQAACwEAAgCBdAACAIE9AAIAiDEAAAEAAgCBTgAADQIEhhEi5QAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBdfA9mXQAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

可以看出，AdaBoost与提升树是Boosting策略的两种不同实现方式，二者的区别在于：

（1）AdaBoost是二类分类模型，提升树则可以用于任意类分类和回归；

（2）AdaBoost没有指定基学习器的具体形式，提升树指定了CART树作为基学习器；

（3）AdaBoost的损失函数指定为指数损失函数，而提升树支持各种损失函数；

（4）AdaBoost对各基学习器的结合方式是加权相加，提升树对各基学习器的结合方式则是不带权的相加。

**2、梯度提升树**

梯度提升树（GBM或GBDT）是在提升树基础上实现的一种改进模型。

对于提升树，前面已经说过，它支持各种损失函数。当损失函数是MSE时，每一步优化就是拟合当前模型的残差就好了，当损失函数是指数损失函数时，每步的优化也具有较简单的形式，但是对于一般的损失函数而言（比如加了正则化的损失函数），往往每步优化并不那么容易。因此梯度提升树就被提出来了，它适用于一般的损失函数，它是一种近似算法。

梯度提升树的思路是每一步优化中，用损失函数对模型的负梯度在当前模型上的值![](data:image/x-wmf;base64,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) 来拟合一个回归树。

为什么用负梯度来拟合当前的基学习器呢？实际上，它是结合了“梯度下降法”。前面已经说过，对于梯度提升树（以及其他Boosting模型），我们贪心地训练它：每一次训练一棵树，不断地减小目标函数值。我们希望用尽量少的树，因此每棵树都最大程度的减小当前目标函数值；但我们又不希望树太复杂，因此每棵树的学习能力有限，不能使目标函数一下子降到最小，所以需要多次训练，逐步优化。对于经验损失，我们的目标很明确，就是降低模型输出与样本标签之间的误差，所以用残差（对于不同的目标函数，残差具有不同形式）拟合就可以；但是对于一般的损失函数，无法在一次训练时简单地确定当前最优目标（注意，整体最优目标我们是清楚的，就是整体损失函数最小化，我们只是无法简单地确定当前这一次训练的目标），因此只能结合梯度下降法考虑。这时，每一棵树相当于更新的参数，用负梯度来拟合当前的树，就相当于沿着梯度下降的方向前进，但并非像纯梯度下降法那样，是“完全地前进”，因为训练一棵树是有误差的。

注意，梯度提升树已经不属于贪心训练了，它更应该被强调为基于梯度下降法的训练。因为它无法保证每一步是当前阶段最优的（梯度下降的方向和梯度的值，不一定对于当前这棵树来说，是能最小化整体目标的方向和步长），但是既然我们已经无法简单地确定每一步的最优目标，那也没有更好的办法了。

**3、XGBoost**

XGBoost是提升树模型的一个扩展。提升树在实际中的应用只能使用均方误差（即MSE）损失函数，而XGBoost不仅支持各种各样的损失函数，还支持对目标函数正则化。

XGBoost不只有这一个优点，它还在应用层面上对传统的提升树算法做了很多改进，比如通过并行加速计算。XGBoost已经被实现为一个应用广泛的系统，并有Python的接口。

下面介绍一下XGBoost的理论推导过程，这部分内容主要参考了陈天奇做的介绍XGBoost理论细节的PPT。注意，他使用的符号与上面介绍提升树的内容中使用的符号的风格不太一致，但是也清晰易懂。

首先，与提升树相同，它属于加性模型：

假设有K个树，则模型输出为：![](data:image/x-wmf;base64,183GmgAAAAAAAIAQQAQACQAAAADRSgEACQAAAxUDAAACAPIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABIAQCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////9AEAAA7wMAAAUAAAAJAgAAAAIFAAAAFAL6AAUEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnAMZvUEAAAALQEAAAkAAAAyCgAAAAABAAAAS3m8AQUAAAAUAtQBEgEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cAxm9QQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAChpKShpKUgAPgBKBkgAPgC8AQUAAAAUAuMC5wUcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cAxm9QQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGt5vAEFAAAAFALsA7YDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnAMZvUEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABrPTHdbwB8ALwBBQAAABQCbgJeABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJOQdoABlHZwDGb1BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAoACRgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2cAxm9QQAAAAtAQEABAAAAPABAAAhAAAAMgoAAAAAEQAAAHlmKHgpLGk9MSwyLC4uLixtuQ4FOAF+ANUBfgCEAGwAwACcAJAAugB4AGAAYABgAJAAAAMFAAAAFAKAAmMCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZbDArfUJlbA6jYGACAk5B2gAGUdnAMZvUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADBQAAABQC2AKMAxwAAAD7AsD9AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB26RQKHHCZWwOo2BgAgJOQdoABlHZwDGb1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAA5XmABPIAAAAmBg8A2QFBcHBzTUZDQwEAsgEAALIBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAYF5AAYACQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgSGPQA9AwAQcAABAAIAgWYAAwAbAAALAQACAIFrAAABAQAKAgCBKAACAIF4AAMAHAAACwEBAQACAIIoAAIAgmkAAgCCKQAAAAoCAIEpAAALAQACAIFrAAIAgT0AAgCIMQAAAQACAIFLAAANAgSGESLlAAoCAIIsAAIAgWkAAgCBPQACAIgxAAIAgiwAAgCIMgACAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgCBbQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD1cAxm9QAACgA4AIoBAAAAAAAAAADY4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

接下来，定义模型的目标函数为：

![](data:image/x-wmf;base64,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)

其中，第一部分是模型在训练集上的损失函数，第二部分是衡量模型复杂度的正则化项。

损失函数是训练集中样本真实标签与模型输出的函数，它可以定义为任何适合我们所研究的数据的函数，当它为均方误差函数时，它就等价于传统的提升树。

有了目标函数，我们要做的就是优化它。XGBoost的优化与提升树的优化思路相同，即贪心优化，每轮学习一个最优的树，使得将它加到先前学好的模型上以后，更新的模型具有到该轮为止最小的目标函数：
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对于这个目标函数，我们如何优化呢？考虑到每次增加的新树![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAA7YBAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AJQCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdooMZjAEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpKUgAPgC8AQUAAAAUAgMCygAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2igxmMAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHR5vAEFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdooMZjAEAAAALQEAAAQAAADwAQEADQAAADIKAAAAAAQAAABmKHgpCgF+ANUBAAOoAAAAJgYPAEYBQXBwc01GQ0MBAB8BAAAfAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBZgADABsAAAsBAAIAgXQAAAEBAAoCAIIoAAIAgngAAwAcAAALAQEBAAIAgigAAgCCaQACAIIpAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAwigxmMAAACgA4AIoBAAAAAAEAAAAM4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的输出相对先前训练好的结合模型的输出![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA+kBAAACAKcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0ABIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdg0NZrUEAAAALQEAAAwAAAAyCgAAAAADAAAAKGkpBkgAPgC8AQUAAAAUAo4BXgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2DQ1mtQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAIh5AAMFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdg0NZrUEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAAB5KHQxKQDJAX4AbgGiAAADBQAAABQCoAERAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB23RUKJGBOYQPc1xgAgJOQdoABlHYNDWa1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALXkAA6cAAAAmBg8AQwFBcHBzTUZDQwEAHAEAABwBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAYJ5AAYACQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCCKAACAIJ0AAIEhhIiLQIAiDEAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC1DQ1mtQAACgA4AIoBAAAAAAAAAAAM4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)来说是一个微小的量，这里对目标函数中的训练损失函数进行二阶泰勒展开近似：

设：

![](data:image/x-wmf;base64,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)

（其中gi表示上一轮迭代的损失函数对上一轮迭代后的结合模型的一阶偏导，而hi表示二阶偏导）

则目标函数变为：

![](data:image/x-wmf;base64,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)

对于第t轮优化来说，![](data:image/x-wmf;base64,183GmgAAAAAAACAJQAIACQAAAABxVQEACQAAAz8CAAACAMEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAJCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCAAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0APwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdngNZqAEAAAALQEAABAAAAAyCgAAAAAGAAAAKGkpKGkpSAA+ANkBSAA+ALwBBQAAABQCjgGnAxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCo2BgAgJOQdoABlHZ4DWagBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAqABsgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2eA1moAQAAAAtAQAABAAAAPABAQAVAAAAMgoAAAAACQAAACh5LHkodDEpKcF+AMMBnADJAX4AbgGiAH4AAAMFAAAAFAKgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdngNZqAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABseQADBQAAABQCoAFaBhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2Eg0KZKj6eACo2BgAgJOQdoABlHZ4DWagBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALXkAA8EAAAAmBg8AeAFBcHBzTUZDQwEAUQEAAFEBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINsAAIAgigAAgCCeQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCCLAACAYJ5AAYACQADABwAAAsBAQEAAgCCKAACAIJpAAIAgikAAAAKAgCCKAACAIJ0AAIEhhIiLQIAiDEAAgCCKQACAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AoHgNZqAAAAoAOACKAQAAAAABAAAA2OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)是已知的常量，故将其合并到constant，并在优化过程中省略掉。

接下来我们定义正则化项![](data:image/x-wmf;base64,183GmgAAAAAAAKADQAIACQAAAADxXwEACQAAA6UBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAXQCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdjoVZvcEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABYAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2OhVm9wQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAChmKdB+AAoBAAMFAAAAFAKAATQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZmEwrRiFRdA6jYGACAk5B2gAGUdjoVZvcEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABXeQADmwAAACYGDwArAUFwcHNNRkNDAQAEAQAABAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhqkDVwIAgSgAAgCBZgADABsAAAsBAAIAgXQAAAEBAAoCAIIpAAAAAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPc6FWb3AAAKADgAigEAAAAAAQAAANjiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的具体形式：

![](data:image/x-wmf;base64,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)

其中T表示该决策树的叶节点的个数，![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAYkBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk5B2gAGUdnIVZrAEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTkHaAAZR2chVmsAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBdwADABsAAAsBAAIAgWoAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AsHIVZrAAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)表示该决策树的第j个叶节点的输出值。

然后我们将正则化项的具体形式带入目标函数，并将损失函数部分的求和按照决策树叶节点重新分组，得到：
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该目标函数的左边项是关于所有wj的二次函数的求和，当决策树的结构固定了，那么它的T就是固定的，此时只需考虑左边项，也就是优化每个叶节点的输出。

左边项的最小值等于对每一个wj的二次函数求最小，然后再把它们加起来。
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根据二次函数的性质，使目标函数最小的wj是

![](data:image/x-wmf;base64,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)，

最小的目标函数值为

![](data:image/x-wmf;base64,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)

注意这是当树结构固定时的情况，因此，每一轮的优化问题就转化为：枚举所有的单棵树结构，计算它的Obj，然后比较每个树的Obj的大小，选择使Obj最小的树结构，计算其![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAA5wBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAQAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AGcBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdrwVZgoEAAAALQEAAAkAAAAyCgAAAAABAAAAKnm8AQUAAAAUAgMCiQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTkHaAAZR2vBVmCgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGp5vAEFAAAAFAKgAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk5B2gAGUdrwVZgoEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB3eQADlQAAACYGDwAgAUFwcHNNRkNDAQD5AAAA+QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgXcAAwAdAAALAQACAIFqAAABAAIAgSoAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAq8FWYKAAAKADgAigEAAAAAAQAAAAziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，即为所求。

但在实际中，这样做有一个问题，就是很难枚举所有的树结构。所以这里我们仍然考虑使用贪心算法构造最优的树结构，也就是说，对于每一个节点，设定一个目标，根据目标决定其如何分裂。这与一般的（单棵）决策树的训练思路是一致的。那么如何决定目标呢？

根据总体目标，我们自然地想到，可以相应地定义节点分裂带来的增益：

![](data:image/x-wmf;base64,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)

对于这个增益，我们希望它越大越好。其中第一项和第二项分别表示该节点的左子节点和右子节点的效益，第三项表示该节点不分裂的效益，第四项表示该节点分裂后，带来的模型复杂度的增加。

这样，我们需要做的就是遍历每一个特征，并对每个特征扫描分割点，找到使Gain最大的特征和分割点。

以上就是XGBoost的优化问题的推导。注意，整个过程中我们使用了两次贪心优化思想，一次是用每轮训练一棵树代替一次性训练所有树；一次是训练每一棵树时，不是直接按照一个最终的目标求解一整棵树，而是在每次节点分裂时按照一个“阶段目标”求解最优分裂。

总结一下AdaBoost、提升树、梯度提升树（GBM）和XGBoost的主要异同点：

（1）这四个模型都是基于Boosting策略的集成模型；

（2）梯度提升树（GBM）和XGBoost都是基于提升树的改进的模型。二者都使用了近似优化；

（3）AdaBoost不指定具体的基学习器，提升树、梯度提升树和XGBoost指定CART树为基学习器；

（4）AdaBoost指定损失函数为指数损失，提升树支持各种损失函数，但实际应用中只有均方误差（MSE）损失函数和指数损失函数比较容易实现，梯度提升树通过近似优化，支持实际中实现各种损失函数，XGBoost不仅支持实际中实现各种损失函数，还支持实现正则化；

（5）提升树、梯度提升树对单棵决策树的训练过程使用一般的决策树训练方法，而XGBoost对单棵决策树的训练也作出改进，以与其整体目标保持一致。