We propose a new visual tracking algorithm leveraging double-level visual attention to full use of the information during tracking. In our tracking framework includes spatial attention and channel-wise attention. Considering that deep features of different levels may be suitable for different scenario, we propose to train an attention network in the off-line stage to facilitate feature selection in online tracking. Different from the image classification task, background clutter is more complicated in the tracking task. Thus, we purify the features by attention and channel-wise attention to effectively suppress the background noise and highlight the target region.

Introduction

Object tracking is a fundamental problem that is widely concerned in the field of computer vision today. It is widely used in many fields. Although the tracking field has made significant progress in recent years, there are still many problems in the tracking field that need to be solved.

2. Related works

The proposed tracking algorithm consists of four components: a feature extraction, spatial attention, channel-wise attention and a tracking module for target localization.

Spatial attention
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Channel-wise attention

As mentioned in [10], CNN filters can be seen as pattern detectors. Some are sensitive to color information while others may be strongly responsive around object edge. We aim to select certain filters which fit well with the current tracking. To achieve this, we introduce a channel-wise attention mechanism to dynamically choose effective channels, since each channel of CNN features is exactly a response activation of the corresponding convolution filter. Give a visual image feature ![](data:image/x-wmf;base64,183GmgAAAAAAACAHAAIBCQAAAAAwWwEACQAAA+EBAAACAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBgAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AKADHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAC7K3dkAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAV0hDAF0BNAG8AQUAAAAUAqABFgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAALsrd2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFZSoAIAAwUAAAAUAvQAdwQcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAACCNx3UCJQqgAAAKAAAAAAALsrd2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAALS0QQG8AQUAAAAUAqABZgEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACCNx3WLJQrDAAAKAAAAAAALsrd2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAM4AAAOjAAAAJgYPADwBQXBwc01GQ0MBABUBAAAVAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllcjEwIEJUABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1YAAgSGCCLOAgCDUgADABwAAAsBAQEAAgCDVwACBIbXALQCAINIAAIEhtcAtAIAg0MAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAP20AIoFAAAKAAglZv0IJWb9tACKBWDRGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA), we first apply the global average pooling on the visual image feature V to obtain the channel feature v:
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Where.

Where aggregate spatial information of a feature map by using average-pooling operation, generating one spatial context description:![](data:image/x-wmf;base64,183GmgAAAAAAAKACgAICCQAAAAAzXgEACQAAA6UBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAqACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AGABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYzK8AQUAAAAUAgMCEgEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAGF2ZxNvAGEAvAEFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABGMgADmwAAACYGDwArAUFwcHNNRkNDAQAEAQAABAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIxMCBCVAARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINGAAMAHQAACwEAAgCDYQACAIN2AAIAg2cAAAEAAgCDYwAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOm0AIoFAAAKALQ+Zum0PmbptACKBWDRGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) which denote average-pooled feature. Descriptors is then forwarded to a shared network to produce our channel attention map![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAIBCQAAAABQWwEACQAAA0wCAAACAKwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAiAHCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBgAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0ALEFHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTHCALwBBQAAABQC9ACqBBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAALvLkXRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQwC8AQUAAAAUAgMCpQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGMAvAEFAAAAFAKgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABNUnIDAAMFAAAAFAL0AEkFHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwjapzoD4KRAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAC0tMIAvAEFAAAAFAKgAWICHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwjapzAhYKjQAACgAAAAAAu8uRdEAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADOAAADrAAAACYGDwBOAUFwcHNNRkNDAQAnAQAAJwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIxMCBCVAARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINNAAMAGwAACwEAAgCDYwAAAQEACgIEhggizgIAg1IAAwAcAAALAQEBAAIAg0MAAgSG1wC0AgCIMQACBIbXALQCAIgxAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCOtACKBQAACgDGP2aOxj9mjrQAigVg0RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). The shared network is composed of multi-layer perception (MLP) with one hidden layer. To reduce parameter overhead ratio, the hidden activation size is set to![](data:image/x-wmf;base64,183GmgAAAAAAAGAE4AEBCQAAAACQWwEACQAAA+EBAAACAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWAECwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AO4BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAALzExABwBwgC8AQUAAAAUAvQAPgEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAENyAwG8AQUAAAAUAqABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFKDAAMFAAAAFAL0AKICHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwjapz2zMK8gAACgAAAAAAu8uRdEAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAC0tMIAvAGjAAAAJgYPADsBQXBwc01GQ0MBABQBAAAUAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllcjEwIEJUABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg1IAAwAcAAALAQEBAAIAg0MAAgCCLwACAINyAAIEhtcAtAIAiDEAAgSG1wC0AgCIMQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAe0AIoFAAAKAMA/ZgfAP2YHtACKBWDRGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA), where r is the reduction ratio. After the shared network is applied to descriptor. In short, the channel attention is computed as:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAPgAIACQAAAABRUwEACQAAA74CAAACANoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAsAPCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ADwAANQIAAAUAAAAJAgAAAAIFAAAAFAIDAmoIHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTAeArwBBQAAABQCoAE0AhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAALvLkXRAAAAABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAKCkoKCgpKSmqAQwDCQIvAt0CfgB+AAADBQAAABQC9ADSDBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAALvLkXRAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAYwC8AQUAAAAUAgMCqwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHNhdmfZCm8AYQC8AQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAC7y5F0QAAAAAQAAAAtAQAABAAAAPABAQAPAAAAMgoAAAAABQAAAE1GV1dGAIoChgQJAl8CAAMFAAAAFAKgAcQFHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwjapz2zkKjwAACgAAAAAAu8uRdEAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABzgwADBQAAABQCoAG2BBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAsI2qc1c8CvIAAAoAAAAAALvLkXRAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXkAA9oAAAAmBg8AqgFBcHBzTUZDQwEAgwEAAIMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyMTAgQlQAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDTQADABsAAAsBAAIAg3MAAAEBAAoCAIIoAAIAg0YAAgCCKQACBIY9AD0CBITDA3MCAIIoAAIAg1cAAwAbAAALAQACAIgxAAABAQAKAgCCKAACAINXAAMAGwAACwEAAgCIMAAAAQEACgIAgigAAgCDRgADAB0AAAsBAAIAg2EAAgCDdgACAINnAAABAAIAg2MAAAAKAgCCKQACAIIpAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBAtACKBQAACgCvOmZArzpmQLQAigVg0RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

where![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAy4BAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwjapzwD8KmQAACgAAAAAAu8uRdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAc3kAA4sAAAAmBg8ACwFBcHBzTUZDQwEA5AAAAOQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyMTAgQlQAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEwwNzAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AALQAigUAAAoAMD5mrjA+Zq60AIoFYNEZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)denotes the sigmoid function,