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Rajabizadeh and Rezghi (2021) applied both traditional machine learning and deep learning (neural network) techniques to the classification of images of six Iranian snake species. Having found that feature extraction – specifically LDA – significantly improves the performance of traditional classifiers, the SVM classifier was found to give an accuracy of 84%. Of the traditional machine learning algorithms SVM (rbf kernel) performed best out of those tested, namely KNN, Logistic regression, and SVM. The authors note that the most appropriate dimension reduction algorithm to use depends on the dataset and the task, rather than the classifier, so a trial-and-error approach to determining the appropriate approach will be adopted. An accuracy of 93% was achieved using a CNN classifier, and the authors found that it was the colour pattern and shape (the dorsal patterns) that the model used to discriminate between species. The authors determined this by visualising the images after processing by the various hidden layers.

While CNN algorithms tend to perform better than traditional machine learning methods (e.g. Rajabizadeh and Rezghi (2021)) for image-based species classification, the opposite has been reported, notably in the identification of birds by Islam et al. (2019).

Rajabizadeh and Rezghi (2021) note that training a deep CNN algorithm requires a large dataset, but that images of the snakes in question - with at least 50% of the snake’s body visible in the image - were not readily available. They used a final dataset of 594 images in total.

Some researchers have cropped images to focus on particular taxonomic features (James, 2017), but this approach would not be applicable to big data – for a big data processing algorithm the images gathered would need to be processed independent of any human input. The image gathering and processing approach needs to be simple and repeatable.

The CNN algorithm used by Rajabizadeh and Rezghi (2021) was MobileNetV2 (which can even be used on mobile devices), with 5,147,206 parameters over 150 epochs with an SGD optimizer and a learning rate equal to 0.000 and momentum of 0.9. Images fed to the model were initially resized to 24 x 224 pixels. Their model was pre-trained using images from ImageNet to attain the initial weights. However there are no datasets in ImageNet for the species being examined here so this was not replicated.
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