**Final Project Proposal: GPUs**

GPUs were originally designed to accelerate the creation of images for displays, since general-purpose CPUs lack the performance necessary to render enough frames per second to create a satisfactory experience. GPUs contain hundreds or even thousands of “cores” that can operate on blocks of data in parallel, exploiting the great amount of parallelism implicit in processing visual data. Within the past decade or so, GPUs have begun to be used frequently on more general-purpose (GPGPU) applications that profit from a high number processing units.

In order to fully take advantage of a GPU architecture, the processing of data must be highly parallelizable, and the load on each unit of execution should be balanced. Traditional or naive implementations use warps (threads of SIMD instructions) that are all the same size. Breaking up the work to be done in this way performs well for inherently balanced loads, such as processing the next frame for a display. However, many applications that could benefit from the parallelism of GPUs cannot be divided so evenly. Heterogeneous workloads can cause imbalance in resource utilization and negatively impact performance. A number of different methods of managing warp size and scheduling have been proposed to mitigate this problem [1-7].

Modern GPUs consume a significant amount of power between the “cores” themselves and memory. In the past the majority of the power was spent on the computations themselves, but as GPUs have shifted to new applications, the power spent in memory and data movement has grown to significant levels. Better allocation of resources can better balance the power distribution and lower the overall dissipation, and there are several strategies to accomplish this in recent literature [8-10].

Limitations on the memory bandwidth of GPUs results in a bottleneck that restricts performance. Prioritizing different memory requests and managing CPU/GPU memory interaction can lead to much higher efficiency. Dynamic scheduling methods can detect memory saturation and provide better caching, while different page placement policies can improve performance on heterogeneous systems. [11-13]

In addition to the microarchitectures and runtimes of GPU systems, the code written by the programmer and generated by the compiler also has a significant impact on performance. There are several compiler-generated mappings from code patterns to GPU architectures, each of which are optimal under different circumstances [14]. Assumptions made by the programmer can also have a major impact, especially when the assumptions are inaccurate. [15]
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