**WEEK-1**

**AIM:**

Write a program to generate Association Rules using the Apriori algorithm

**Description:**

Apriori algorithm refers to the algorithm which is used to calculate the association rules between objects. It means how two or more objects are related to one another. In other words, we can say that the apriori algorithm is an association rule leaning that analyzes that people who bought product A also bought product B.

The primary objective of the apriori algorithm is to create the association rule between different objects. The association rule describes how two or more objects are related to one another. Apriori algorithm is also called frequent pattern mining. Generally, you operate the Apriori algorithm on a database that consists of a huge number of transactions. Let's understand the apriori algorithm with the help of an example; suppose you go to Big Bazar and buy different products. It helps the customers buy their products with ease and increases the sales performance of the Big Bazar. In this tutorial, we will discuss the apriori algorithm with examples. Apriori algorithm refers to an algorithm that is used in mining frequent products sets and relevant association rules. Generally, the apriori algorithm operates on a database containing a huge number of transactions. For example, the items customers but at a Big Bazar.

Apriori algorithm helps the customers to buy their products with ease and increases the sales performance of the particular store.

**Code:**

import pandas as pd

from mlxtend.preprocessing import TransactionEncoder

from mlxtend.frequent\_patterns import apriori, association\_rules

dataset = [['Pen','Bag','Pencil'],

           ['Pen','Book','Water Bottle','Pencil'],

           ['Book','Bag','Water Bottle'],

           ['Pen','Book','Bag','Water Bottle']]

te = TransactionEncoder()

te\_ary = te.fit(dataset).transform(dataset)

df = pd.DataFrame(te\_ary, columns=te.columns\_)

print(df)

# Building the model

frq\_items = apriori(df, min\_support = 0.05, use\_colnames = True)

print(frq\_items)

# Collecting the inferred rules in a dataframe

rules = association\_rules(frq\_items, metric ="lift", min\_threshold = 1)

rules = rules.sort\_values(['confidence', 'lift'], ascending =[False, False])

print(rules.head())

Bag Book Pen Pencil Water Bottle

0 True False True True False

1 False True True True True

2 True True False False True

3 True True True False True

support itemsets

0 0.75 (Bag)

1 0.75 (Book)

2 0.75 (Pen)

3 0.50 (Pencil)

4 0.75 (Water Bottle)

5 0.50 (Book, Bag)

6 0.50 (Bag, Pen)

7 0.25 (Pencil, Bag)

8 0.50 (Water Bottle, Bag)

9 0.50 (Book, Pen)

10 0.25 (Pencil, Book)

11 0.75 (Water Bottle, Book)

12 0.50 (Pencil, Pen)

13 0.50 (Water Bottle, Pen)

14 0.25 (Water Bottle, Pencil)

15 0.25 (Book, Bag, Pen)

16 0.50 (Water Bottle, Book, Bag)

17 0.25 (Pencil, Bag, Pen)

18 0.25 (Water Bottle, Bag, Pen)

19 0.25 (Pencil, Book, Pen)

20 0.50 (Water Bottle, Book, Pen)

21 0.25 (Pencil, Book, Water Bottle)

22 0.25 (Water Bottle, Pencil, Pen)

23 0.25 (Water Bottle, Book, Bag, Pen)

24 0.25 (Pencil, Water Bottle, Book, Pen)

antecedents consequents antecedent support \

40 (Water Bottle, Pencil) (Book, Pen) 0.25

41 (Book, Pencil) (Water Bottle, Pen) 0.25

0 (Water Bottle) (Book) 0.75

1 (Book) (Water Bottle) 0.75

2 (Pencil) (Pen) 0.50

consequent support support confidence lift leverage conviction

40 0.50 0.25 1.0 2.000000 0.1250 inf

41 0.50 0.25 1.0 2.000000 0.1250 inf

0 0.75 0.75 1.0 1.333333 0.1875 inf

1 0.75 0.75 1.0 1.333333 0.1875 inf

2 0.75 0.50 1.0 1.333333 0.1250 inf

**WEEK-2**

**AIM:**

Write a program to generate Association Rules using the FP-Growth algorithm.

**Description:**

In Data Mining, finding frequent patterns in large databases is very important and has been studied on a large scale in the past few years. Unfortunately, this task is computationally expensive, especially when many patterns exist.

The FP-Growth Algorithm proposed by **Han in**. This is an efficient and scalable method for mining the complete set of frequent patterns by pattern fragment growth, using an extended prefix-tree structure for storing compressed and crucial information about frequent patterns named frequent-pattern tree (FP-tree). In his study, Han proved that his method outperforms other popular methods for mining frequent patterns, e.g. the Apriori Algorithm and the TreeProjection. In some later works, it was proved that FP-Growth performs better than other methods, including **Eclat** and **Relim**. The popularity and efficiency of the FP-Growth Algorithm contribute to many studies that propose variations to improve its performance.

The FP-Growth Algorithm is an alternative way to find frequent item sets without using candidate generations, thus improving performance. For so much, it uses a divide-and-conquer strategy. The core of this method is the usage of a special data structure named frequent-pattern tree (FP-tree), which retains the item set association information.

**Code:**

import sys

!{sys.executable} -m pip install fpgrowth

Looking in indexes: <https://pypi.org/simple>, <https://us-python.pkg.dev/colab-wheels/public/simple/>

Collecting fpgrowth

Downloading fpGrowth-1.0.0.tar.gz (2.1 kB)

Building wheels for collected packages: fpgrowth

Building wheel for fpgrowth (setup.py) ... done

Created wheel for fpgrowth: filename=fpGrowth-1.0.0-py3-none-any.whl size=2866 sha256=458dd64cdcdca2a32dd39b0d375e68d6d04546eba93e66f5255e27362d23650f

Stored in directory: /root/.cache/pip/wheels/64/33/72/1991a9117d1813325c4ef85597ba8ece8c4780adc240bd0b0f

Successfully built fpgrowth

Installing collected packages: fpgrowth

Successfully installed fpgrowth-1.0.0

%pip install mlxtend –upgrade

Looking in indexes: <https://pypi.org/simple>, <https://us-python.pkg.dev/colab-wheels/public/simple/>

Requirement already satisfied: mlxtend in /usr/local/lib/python3.7/dist-packages (0.14.0)

Collecting mlxtend

Downloading mlxtend-0.21.0-py2.py3-none-any.whl (1.3 MB)

|████████████████████████████████| 1.3 MB 22.6 MB/s

Requirement already satisfied: numpy>=1.16.2 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (1.21.6)

Requirement already satisfied: scikit-learn>=1.0.2 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (1.0.2)

Requirement already satisfied: joblib>=0.13.2 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (1.2.0)

Requirement already satisfied: setuptools in /usr/local/lib/python3.7/dist-packages (from mlxtend) (57.4.0)

Requirement already satisfied: matplotlib>=3.0.0 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (3.2.2)

Requirement already satisfied: scipy>=1.2.1 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (1.7.3)

Requirement already satisfied: pandas>=0.24.2 in /usr/local/lib/python3.7/dist-packages (from mlxtend) (1.3.5)

Requirement already satisfied: pyparsing!=2.0.4,!=2.1.2,!=2.1.6,>=2.0.1 in /usr/local/lib/python3.7/dist-packages (from matplotlib>=3.0.0->mlxtend) (3.0.9)

Requirement already satisfied: kiwisolver>=1.0.1 in /usr/local/lib/python3.7/dist-packages (from matplotlib>=3.0.0->mlxtend) (1.4.4)

Requirement already satisfied: python-dateutil>=2.1 in /usr/local/lib/python3.7/dist-packages (from matplotlib>=3.0.0->mlxtend) (2.8.2)

Requirement already satisfied: cycler>=0.10 in /usr/local/lib/python3.7/dist-packages (from matplotlib>=3.0.0->mlxtend) (0.11.0)

Requirement already satisfied: typing-extensions in /usr/local/lib/python3.7/dist-packages (from kiwisolver>=1.0.1->matplotlib>=3.0.0->mlxtend) (4.1.1)

Requirement already satisfied: pytz>=2017.3 in /usr/local/lib/python3.7/dist-packages (from pandas>=0.24.2->mlxtend) (2022.4)

Requirement already satisfied: six>=1.5 in /usr/local/lib/python3.7/dist-packages (from python-dateutil>=2.1->matplotlib>=3.0.0->mlxtend) (1.15.0)

Requirement already satisfied: threadpoolctl>=2.0.0 in /usr/local/lib/python3.7/dist-packages (from scikit-learn>=1.0.2->mlxtend) (3.1.0)

Installing collected packages: mlxtend

Attempting uninstall: mlxtend

Found existing installation: mlxtend 0.14.0

Uninstalling mlxtend-0.14.0:

Successfully uninstalled mlxtend-0.14.0

Successfully installed mlxtend-0.21.0

EXAMPLE2:

import pandas as pd

from mlxtend.preprocessing import TransactionEncoder

from mlxtend.frequent\_patterns import fpgrowth

dataset = [['k', 'O', 'N', 'M', 'E', 'Y'],

           ['N', 'O', 'D', 'K', 'E', 'Y'],

           ['M', 'A', 'K', 'E'],

           ['N', 'U', 'A', 'K', 'Y'],

           ['C', 'O', 'O', 'k']]

te = TransactionEncoder()

te\_ary = te.fit(dataset).transform(dataset)

df = pd.DataFrame(te\_ary, columns=te.columns\_)

print(df)

fpgrowth(df, min\_support=0.6)

fpgrowth(df, min\_support=0.6, use\_colnames=True)

A C D E K M N O U Y k

0 False False False True False True True True False True True

1 False False True True True False True True False True False

2 True False False True True True False False False False False

3 True False False False True False True False True True False

4 False True False False False False False True False False True

|  | **support** | **itemsets** |
| --- | --- | --- |
| **0** | 0.6 | (Y) |
| **1** | 0.6 | (O) |
| **2** | 0.6 | (N) |
| **3** | 0.6 | (E) |
| **4** | 0.6 | (K) |
| **5** | 0.6 | (N, Y) |

**WEEK-3**

**AIM:**

*Write a program to implement K-means clustering algorithm.*

**Description:**

K-Means Clustering is an unsupervised learning algorithm that is used to solve the clustering problems in machine learning or data science. In this topic, we will learn what is K-means clustering algorithm, how the algorithm works, along with the Python implementation of k-means clustering. K-Means Clustering is an [Unsupervised Learning algorithm](https://www.javatpoint.com/unsupervised-machine-learning), which groups the unlabeled dataset into different clusters. Here K defines the number of pre-defined clusters that need to be created in the process, as if K=2, there will be two clusters, and for K=3, there will be three clusters, and so on.

It is an iterative algorithm that divides the unlabeled dataset into k different clusters in such a way that each dataset belongs only one group that has similar properties. It allows us to cluster the data into different groups and a convenient way to discover the categories of groups in the unlabeled dataset on its own without the need for any training.

It is a centroid-based algorithm, where each cluster is associated with a centroid. The main aim of this algorithm is to minimize the sum of distances between the data point and their corresponding clusters.

The algorithm takes the unlabeled dataset as input, divides the dataset into k-number of clusters, and repeats the process until it does not find the best clusters. The value of k should be predetermined in this algorithm.

The k-means [clustering](https://www.javatpoint.com/clustering-in-machine-learning) algorithm mainly performs two tasks:

* Determines the best value for K center points or centroids by an iterative process.
* Assigns each data point to its closest k-center. Those data points which are near to the particular k-center, create a cluster.

Hence each cluster has datapoints with some commonalities, and it is away from other clusters.

**Code:**import matplotlib.pyplot as plt

from sklearn.cluster import KMeans

x = [1, 1.5, 3, 5, 3.5, 4.5, 3.5]

y = [1,2,4,7,5,5,4.5]

plt.scatter(x, y)

plt.show()

data = list(zip(x, y))

kmeans = KMeans(n\_clusters=2)

kmeans.fit(data)

plt.scatter(x, y, c=kmeans.labels\_)

plt.show()

![](data:image/png;base64,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)plt.legend()
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