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1 Multi-F0 Evaluation Measures

What follows are some of the different definitions for precision, recall, f-measure and accuracy (P,R,F ,A),
in the multilabel context, according to the scikit-learn package. We use the same naming scheme.
The evaluations differ in how errors are treated.

Pmicro =

∑T
t=1 TP [t]∑T

t=1 TP [t] + FP [t]

Rmicro =

∑T
t=1 TP [t]∑T

t=1 TP [t] + FN [t]

Fmicro =
2 · Pmicro · Rmicro

Pmicro +Rmicro

Amicro =

∑T
t=1 TP [t]∑T

t=1 TP [t] + FP [t] + FN [t]

Psamples =
1

T

T∑
t=1

TP [t]

TP [t] + FP [t]

Rsamples =
1

T

T∑
t=1

TP [t]

TP [t] + FN [t]

Fsamples =
2 · Psamples · Rsamples

Psamples +Rsamples

Asamples =
1

T

T∑
t=1

TP [t]

TP [t] + FP [t] + FN [t]

The “micro” averaging scheme is the one used for the MIREX challenge, and is defined in [1].
The main difference between “micro” and “samples” averaging schemes is the treatment of errors. In
the “micro” scheme, every error is treated equally (with the same weight), whereas in the “samples”
scheme, the weighing depends on the actual amount of errors per frame. Consider the example in
figure 1:

Figure 1: Example drawing of two frames, depicting true positives in green and false positives in
red color.

“samples“ scheme frame 0 frame 1 Psamples

0 2/3 (0 + 2/3) / 2 = 0.3333...

“micro” scheme frame 0 frame 1 Pmicro

- - 2 / 4 = 0.5
For the “samples” scheme, the false positive in frame 0 is weighed much higher than the false

positive in frame 1, whereas for the “micro” scheme, both false positives are weighted equally.
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2 Multi-F0 Evaluation Shenanigans

Following a “chain of unfortunate events”, this is the mess in all its ugliness:

[4] The formulas reported in the evaluation section are actually for “samples” averaging, and missing
the scaling factor in front. The evaluation actually uses “micro” averaging and compares with
results in [6], which are very likely using the “micro” averaged definitions as well.

[6] The formulas reported in the evaluation section are actually for “samples” averaging, and miss-
ing the scaling factor in front. They compare with “micro” averaged results, and due to the
performance numbers reported, its again very likely they actually use the “micro” averaging
scheme.

[1] Defines P,R,F ,A with “micro” averaging, cited in [6] as the source of the evaluation measures
(which indicates the formulas in [6] are simply the wrong ones, as in [4], which blindly propagated
this error).

[7] Defines P,R,F ,A with “micro” averaging, cited and compared against in [6]

[2] Only accuracy used with “micro” averaging, same as in [3], uses “micro” averaging definition
in [3], cited and compared against in [6].

[5] Only accuracy used with “micro” averaging, uses “micro” averaging definition from [3], cited
in [6].

[3] Defines/uses accuracy only with “micro” averaging.
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