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Abstract

AAAI creates proceedings, working notes, and technical reports directly from electronic source furnished by the authors. To ensure that all papers in the publication have a uniform appearance, authors must adhere to the following

instructions.

Deleting this Example of a Section Heading will REMOVE the Copyright Line!*[[1]](#footnote-1)*

Congratulations on having a paper selected for inclusion in an AAAI Press proceedings or technical report! This document details the requirements necessary to get your accepted paper published. Within the document, general guidelines are provided as applicable for using Microsoft Word. If you are using LaTeX, instructions are provided in a different document. AAAI only accepts papers formatted using Word or LaTeX.

The instructions herein are provided as a general guide for experienced Word users who would like to use that software to format their paper for an AAAI Press publication or report. We assume that you can comply with the requirements as they are provided herein. If you are not an experienced Word user, please obtain assistance locally. AAAI cannot provide you with support. If the results you obtain are not in accordance with the specifications you received, you must correct your source file to achieve the correct result.

These instructions are generic. Consequently, they do not include specific dates, page charges, and so forth. Please consult your specific written conference instructions for details regarding your submission. Please review the entire document for specific instructions that might apply to your particular situation. All authors must comply with the following:

• You must use the latest AAAI Press Word template.

• Download the author kit.

• Complete, sign, and return by the deadline the AAAI copyright form (proceedings authors) or distribution license (technical report authors).

• Read and format your paper source and PDF according to the formatting instructions for authors.

• Submit your electronic files and abstract using the AAAI Press electronic submission form **on time.**

• Email your copyright form, and any required page or formatting charges to AAAI Press so that they are received by the deadline.

• Check every page of your paper before submitting it.

Background

The naive Bayesian classification algorithm is based on Bayes' theorem, and it is a statistical classification method to calculate the probability that the target belongs to which category. A comparative study of classification algorithms shows that the classification performance of the naive Bayesian classification algorithm is comparable to that of decision trees and artificial neural network classification algorithms

The basic principle of the naive Bayesian classification algorithm is as follows

1. Each data sample uses a Van dimension vector ={x1, x2 x3, … , xn}, they are respectively for attributes of the sample {A1, A2, ⋯, An}
2. Assume that there is *m* category C1, C2, …, Cm­. Given a data sample X of an unknown category and known attributes. The classifier predict X belongs to the category with the largest a posteriori probability. In other word, classify the sample into category Ci, if only if : P( Ci | X) > P( Cj | X), 1 ≤ j ≤ m, i ≠ j. According to Bayes’ theorem:
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1. Base on Bayes’ theorem

![C:\Users\cjrjh\AppData\Local\Temp\WeChat Files\4a8becdc496b87ac6cc78a96c779ed3.png](data:image/png;base64,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)

P(X) is constant for all categories, so we only need to find the largest P(X|Ci)P(Ci). P(Ci) is called the prior probability of the class, calculated by the formula P(Ci)=Si/S, where Si is the number of samples in the training sample with category Ci, and S is the total amount of samples in the training sample set
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2. If attribute Ak is a non-contiguous quantity, there is P(xk | Ci) = Sik / Si, where Sik is the number of samples in the training sample set with category Ci and attribute Ak, and Si is the sample in the training sample set with category Ci.
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4. We can predict the sample X belongs to category Ci, if only if : P( Ci | X) > P( Cj | X), 1 ≤ j ≤ m, i ≠ j

An n-gram model is a type of probabilistic language model for predicting the next item in such a sequence in the form of a (n − 1)–order Markov model. N-gram models are now widely used in probability.

For example: we have a string: …to\_be\_or\_not\_to\_be…

1-gram sequence: …, t, o, \_, b, e, \_, o, r, \_, n, o, t, \_, t, o, \_, b, e, …

2-gram sequence: …, to, o\_, \_b, be, e\_, \_o, or, r\_, \_n, no, ot, t\_, \_t, to, o\_, \_b, be, …

3-gram sequence: …, to\_, o\_b, \_be, be\_, e\_o, \_or, or\_, r\_n, \_no, not, ot\_, t\_t, \_to, to\_, o\_b, \_be, …

Related Work

Instead of Naïve Bayes, many people have attempted using a different model to predict the stock trend and make trading decisions. The most popular algorithm is Deep-Q learning. In the Q-Learning Algorithm, there is a function called Q Function, which is used to approximate the reward based on a state. We call it R = Q(s,a) + discount \* Q’(s,a), where Q is a function which calculates the expected future value from the state s and action a, Q’ calculates the future reward after doing this action and the discount usually is a constant between 0 and 1. The discount means how valuable for future reward. This is very hard to decide. For the stock, sometimes the current make you lose in the future. Maybe the stock goes up today, and you buy it. But its price decreased sharply the next day. But if you overweight the future value, the system may just buy the stock and hold it forever. Maybe it thinks it can win back in the future, but you may not have enough time to wait this dream comes true. So, the discount is very important. But most of the times, people just set it 0 or randomly. It too complicated to find a good way to decide the discount value. Thus, I give up the Deep-Q learning.

Project description

For Naive Bayes

For the Bayesian model, the most important part is the selection of attributes. First, I chose six attributes, which are the opening price, the closing price, the highest price, the lowest price, the difference between the opening price and the closing price, and the slope of the difference (which is the deference divide by the opening price). This attribute is very classic to present the stock information. I also use the N-gram algorithm to filter the sample:
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*Figure 1,the example of data*

For the example above: we classify them by data. Therefore, we can get data set D ={d1, d2, …, d7} where d1 = {555.6547, 565.3414, 555.6547, 564.0585, -8.4038, -0.01512}, d2 = {555.6547, 565.3414, 555.6547, 564.0585, -8.4038, -0.01512}, …, d7= {556.5598, 562.2783, 549.9262, 561.055, -4.4952,0.008077}

1. Use N-gram to rebuild the data set

For the example above, assume n = 3, we can fix the data set to D’ ={ d1’, d2’, …, d7’} where d1’ = [d1, d2, d3], d2’ = [d2, d3, d4], …, d5’ = [d5, d6, d7]

1. Then generate the sample with the attribute S={s1, s2, s3, s4, s5}. Cause we want to predict the label for the third day, so we need assume we don’t have the information of the third day, then the si is:
   1. si\_opening\_price = di+1\_opening\_price - di\_opening\_price
   2. si\_closing\_price = di+1\_opening\_price - di\_opening\_price
   3. si\_highest\_price = di+1\_highest \_price - di\_ highest \_price
   4. si\_lowest\_price = di+1\_ lowest \_price - di\_ lowest \_price
   5. si\_diff\_price = di+1\_ closing\_price - di\_ opening\_price
   6. si\_diff\_slope = di+1\_diff\_slope - di\_ diff\_slope.
2. Get the label set L = {l1, l2, l3, l4, l5}, if the closing price of the third is higher than the opening price of the first day , So: li = di+2\_ closing\_price - di\_ opening\_price
3. Because the data is a continuous quantity, we need use

Gaussian distribution then train the model. Both formula we talked above.

1. Make the trade policy base on the predict result.

**Naïve Bayes policy( L’(predicted Label):**

* 1. profit = 0, sumOfCost = 0, amountOfStock = 0
  2. For li in L:
     1. if the li is 1:
        1. sumOfCost = sumOfCost + di\_open\_price
        2. amountOfStock = amountOfStock +1
     2. if the li is 0 and amountOfStock > 0:
        1. profit = profit + amountOfStock \* di-1 \_close\_price – sumOfCost
        2. sumOfCost = 0, amountOfStock = 0
  3. output profit

Experiment

My experiments base on different features. First, I choose 6 features from the sample, like I talked above. So, I make the experiment like this:

1）  only the opening price

2）  only the highest price

3）  only the lowest price

4）  only the closing price

5）  only the price difference

6）  only the difference of slope

7）  opening price and the highest price

8）  opening price, highest price and lowest price

9）  opening price, highest price, lowest price and closing price

10）        opening price, highest price, lowest price, closing price, and the price difference

11）        opening price, highest price, lowest price, closing price, price difference and the difference of slope.

The result of prediction accuracy is shown in figure 3, which is the Lc/Ls, Lc is the number of prediction which is correct and Ls is the size of the real label set

*Figure 2, prediction for different feature*

From figure 2, for the single feature, the difference between closing price get 0.787234043 accuracy, which is the highest accuracy of the single feature. The lowest accuracy is 0.670212766 whose corresponding feature is the price difference. We also can find the accuracy is increasing as the amount of features increase. The accuracy for 4 features, 5 features, 6 features is 0.840425532, 0.840425532, 0.842553191. So, when we evaluate the sample with the price difference feature, the accuracy does not decrease and when we add the difference of slope feature, the accuracy is increasing. Which means the more feature we have, the better the accuracy we got.  

The next step is generating a trading policy with the prediction result. When the label is 1, we take the action to buy one share stock and sell all stock when the label is 0. The buy price is the open price for that day. And the selling price is the close price of the day before that day, which means we sell all the stock before the price goes down.

*Figure 3 Profit of different features*

The profit is shown in figure 3. We can find that if we only consider the closing-price feature, the profit is better than some feature combinations. The highest profit we make is experiment No.9, which is $1321.15. Then for the experiment No.10 and No.11, although the accuracy is increased, the profit is less than experiment No.9 about $500. Their profit is also less than the experiment No.4. This means the accuracy may influence the profit but not linear.

In Figure 4, we can see the profit curve. The profits of Experiments No.6, No.5, No.10, and No.11 fell sharply at the beginning. This has a big impact on their overall profit.

After manually looking at the policy generated by these experiments, I found that they made a wrong prediction at several key points. For experiment 10:

* 1. action 8 buy 731.530029
  2. action 9 buy 750.460022
  3. action 10 buy 784.5
  4. action 11 buy 722.81
  5. action 12 buy 703.87
  6. action 13 buy 667.85
  7. action 14 sell 682.74

*Figure 4 profit changes for different features 2*

The prediction labels for action 11 -13 are wrong. The stock price goes down starting at action 11. It keeps going down from action 11 to action 13. However, the prediction label for these actions is 1, which make the system buy more stock until action 14. At action 14, the stock price raises, but the prediction label is 0. Therefore, the trade system sells all stock, which causes a huge loss (about -$332.67). The experiments No.6, No.5, No.10 also have similar situations. Therefore, although the accuracy is increased, the profit may decrease by some action base on the wrong prediction. For experiments No.10, it has 232 actions and its own $890.43 in totals. So, about 1.71% action make the whole system lose about 37.36% profit.

Conclusion

From the experiments on Naïve Bayes model, we can find the most efficient combination of features is opening price, highest price, lowest price and closing price. These features are classic attribute considered by people in stock market trading. The Naïve Bayes model gets 84% accuracy on the prediction, which means it can make trend prediction for stocks. However, the accuracy does not equal to profit. The Naïve Bayes model trades every prediction equally. So, you may get the correct result on some You may be able to get the right results at some worthless point and get the wrong result at some key point. In this case, you will lose money on your trading. Another flaw is the naive Bayesian model is not suitable for more detailed predictions. In our experiments, the selling price is the closing price, but you may get more profit if you sell at the highest price. It is very difficult to predict the highest price by using Naïve Bayes. Because the feature will be too complicated to decide. Choosing features is the most important part of this model. As the experiments above, the price difference and the difference of slope are the bad features. All the test who involved them lose a lot of money in the early game. Thus, without a good feature, the Naïve Bayes model will fail.
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*Appendices.* Any appendices follow the acknowledgments, if included, or after the main body of text if no acknowledgments appear.

*References.* The references section should be labeled “References” and should appear at the very end of the paper (don’t end the paper with references, and then put a figure by itself on the last page). A sample list of references is given later on in these instructions. AAAI style is required for references. Poorly prepared or sloppy references reflect badly on the quality of your paper and your research. Please prepare complete and accurate citations.

Illustrations and Figures

Figures, drawings, tables, and photographs should be placed throughout the paper near the place where they are first discussed. Do not group them together at the end of the paper. If placed at the top or bottom of the paper, illustrations may run across both columns. Figures (including boxes and rules) must not intrude into the top, bottom, or side margin areas. Figures must be inserted using your page-formatting software. Number figures sequentially, for example, figure 1, and so on. There must be a minimum of 6 points between the figure and the figure caption, and an additional 12 points beneath the caption. There must be 12 points between text and figures.

The illustration number and caption should appear under the illustration. Leave some space between the figure and the caption and surrounding type; .25 inches should suffice. Captions should be presented in nine-point Times New Roman italic. Labels, and other text in illustrations must be at least nine-point type. The Figure Caption style will apply the appropriate formatting automatically.

Low-Resolution Bitmaps

You may not use low-resolution (such as 72 dpi) screen dumps and GIF files—these files contain so few pixels that they are always blurry, and illegible when printed. If they are color, they will become an indecipherable mess when converted to black and white. **Gif files and low-resolution jpg or png files should never be used.** The resolution of screen dumps can be increased by reducing the print size of the original file while retaining the same number of pixels. You can also enlarge files by manipulating them in software such as PhotoShop. **Your figures should be a minimum of 300 dpi when incorporated into your document.**

Using Color

The archival version of your paper will be printed in black and white and grayscale. Consequently, because conversion to grayscale can cause undesirable effects (red changes to black, yellow can disappear, and so forth), we strongly suggest you avoid placing color figures in your document. If you do include color figures, you must be mindful of readers who may happen to have a color deficiency. **Your paper must be decipherable without using color for distinction.**

Drawings

We suggest you use computer-drawing software (such as Adobe Illustrator or, (if unavoidable), the drawing tools in Microsoft Word) to create your illustrations. Do not use Microsoft Publisher. These illustrations will look best if all line widths are uniform (half- to two-point in size), and you do not create labels over shaded areas. Shading should be 133 lines per inch if possible. Use Times New Roman or Helvetica for all figure call-outs. **Do not use hairline width lines** — be sure that the stroke width of all lines is at least .5 pt. Zero point lines will print on a laser printer, but will completely disappear on the high-resolution devices used by our printers.

Photographs and Images

Photographs and other images should be in grayscale (color photographs will not reproduce well; for example, red tones will reproduce as black, yellow may turn to white, and so forth) and set to a minimum of 300 dpi. Do not prescreen images.

This Is an Example of a Figure Caption.   
Use of the figure caption style is required.
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To format references, use the References style (which will automatically format your references in 9 point Time Roman with 10 point line spacing, and 3 additional points of space between each entry. The samples that follow provide guidelines for formatting different kinds of references:

Book with Multiple Authors

Margaret H Dunham. eds. 2006. Data Mining: Introductory And Advanced Topics.

Journal Article

Robinson, A. L. 1980. New Ways to Make Microcircuits Smaller. *Science* 208:1019-1026.

Magazine Article

Hasling, D. W.; Clancey, W. J.; and Rennels, G. R. 1983. Strategic Explanations in Consultation. *The International Journal of Man-Machine Studies* 20(1): 3–19.

Proceedings Paper Published by a Society

Clancey, W. J. 1983. Communication, Simulation, and In­telligent Agents: Implications of Personal Intelligent Ma­chines for Medical Education. In *Proceedings of the Eighth International Joint Conference on Artificial Intelligence,* 556-560. Menlo Park, Calif.: International Joint Confer­ences on Artificial Intelligence, Inc.

Proceedings Paper Published by a Press or Pub­lisher

Clancey, W. J. 1984. Classification Problem Solving. In *Proceedings of the Fourth National Conference on Artifi­cial Intelligence,* 49-54. Menlo Park, Calif.: AAAI Press.

University Technical Report

Rice, J. 1986. Poligon: A System for Parallel Problem Solving, Technical Report, KSL-86-19, Department of Computer Science, Stanford University, Stanford, CA.

Dissertation or Thesis

Clancey, W. J. 1979b. Transfer of Rule-Based Expertise through a Tutorial Dialogue. Ph.D. diss., Department of Com­puter Science, Stanford University, Stanford, CA.

Proofreading Your PDF

Please check all the pages of your PDF file. Is the page size A4? Are there any type 3, Identity-H, or CID fonts? Are all the fonts embedded? Are there any areas where equations or figures run into the margins? Did you include all your figures? Did you follow mixed-case capitalization rules for your title? Did you include a copyright notice? Do any of the pages scroll slowly (because the graphics draw slowly on the page)? Are URLs underlined and in color? You will need to fix these common errors before submitting your file.

Improperly Formatted Files

In the past, AAAI has corrected improperly formatted files submitted by the authors. Unfortunately, this has become an increasingly burdensome expense that we can no longer absorb. Consequently, if your file is improperly formatted, it may not be possible to include your paper in the publication. If time allows, however, you will be notified via e-mail of the problems with your file and given the option of correcting the file yourself. **A fee (minimum $50.00, and likely higher) will be required for this service.** You may also request that AAAI reformat the paper for you, at additional charge.

If you opt to correct the file yourself, please note that we cannot provide you with any additional advice beyond that given in your packet. Files that are not corrected after a second attempt will be withdrawn.

Naming Your Electronic File

We request that you name your Word source file with your last name (family name) so that it can easily be differentiated from other submissions. If you name your files with the name of the event or “aaai” or “paper” or “camera-ready” or some other generic or indecipherable name, it may be overwritten.

Submitting Your Electronic Files to AAAI

Submitting your files to AAAI is a two-step process. It is explained fully in the author registration and submission instructions. Please consult this document for details on how to submit your paper.

Inquiries

If you have any questions about the preparation or submission of your paper as instructed in this document, please contact AAAI Press at the address given below. If you have technical questions about implementation of the aaai style file, please contact an expert at your site. We do not provide technical support for Word or any other software package. To avoid problems, please keep your paper simple, and do not incorporate complicated macros and style files.

AAAI Press

2275 East Bayshore Road, Suite 160

Palo Alto, California 94303

*Telephone:* (650) 328-3123

*E-mail:* See the submission instructions

for your particular conference or event.
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