**Synthetic Data Generation Open-source Python Libraries Comparison: SDV and Synthicity**

**Abstract**

The growing reliance on Large Language Models (LLMs) and other machine learning systems has made access to high-quality data essential. However, real data is often scarce or difficult to obtain, particularly for smaller organizations or early-stage startups. Synthetic data generators offer a promising alternative by attempting to replicate the statistical and structural properties of real datasets while preserving utility and privacy. This study focuses on tabular synthetic data generators, comparing the performance of six models from two widely used open-source libraries: SDV (Gaussian Copula, CTGAN, TVAE) and Synthicity (Bayesian Network, CTGAN, TVAE). A real-world dataset containing electrical energy consumption and environmental data from Belgium, publicly available through the UCI Machine Learning Repository, was used. To simulate a low-data regime, only the first 1,000 rows were used for training. Each model was evaluated in two scenarios: one in which it generated 1,000 synthetic rows (1:1 ratio with the real input), and another in which it produced 10,000 synthetic rows from the same 1,000 real samples (1:10 ratio). The generated datasets were evaluated using two criteria. First, statistical similarity was assessed column-by-column using classical statistics and distributional distance measures such as the Kolmogorov–Smirnov test and the Wasserstein distance. A custom scoring system, ranging from 0 to 100, was used for interpretability. In the 1:10 scenario, all models scored between 75 and 80, with the Bayesian Network from Synthicity performing best at 80.69. Scores were substantially higher in the 1:1 scenario, with the same model achieving 96.53. Then, the predictive utility was evaluated using a “Train on Synthetic, Test on Real” strategy. Four regressors (XGBoost, Random Forest, SVR, and Linear Regression) were trained on synthetic data and tested on real data using cross-validation. The results were summarized using a custom metric ranging from negative infinity to 1, where 1 indicates parity with models trained on real data. In the 1:10 case, TVAE from SDV performed best (0.31), while CTGAN performed poorly in both libraries. In contrast, performance in the 1:1 case improved significantly across the board, with the Bayesian Network from Synthicity nearly matching real data (0.97). These results highlight a key limitation in current generative models: while statistical similarity can be achieved even with limited data, generating large quantities of high-fidelity data remains a challenge. The dramatic performance gap between the 1:1 and 1:10 scenarios suggests that scaling synthetic data from small samples still undermines its predictive value. Overall, no major performance differences were observed between SDV and Synthicity across the tested metrics. However, it is worth noting that SDV offers significantly better documentation and ease of use, which can be a decisive factor for researchers and practitioners adopting these tools in real-world settings.
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