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The first step is to download the JAGS (Just Another Gibbs Sampler) program here: <https://sourceforge.net/projects/mcmc-jags/files/JAGS/4.x/Windows/> . Make sure you’ve got the right version, i.e. it is compatable with your version of R (read the note at the bottom of the page). Then, make sure you have the R2jags package for R. There are several other packages for running JAGS from R, but we will stick with this one for now.

JAGS is similar to WinBUGS and uses the same language to write the models, but is much faster and less buggy[*sic*]. Both programs implement what’s called a Gibbs Sampler, which is a specific alogrithm for doing the MCMC sampling in Bayesian analysis. JAGS is a litte bit pickier about initial values but that is easy to get around.

### The Most Basic Occupancy Model

We will begin with a basic occupancy model. Following Kéry (2010) we will simulate data to reflect the occupancy and detection processes and then analyize it using a few different versions of a hierarhical model. The basic model reflects a simple process, where the realized occupancy state *z* at each site *i* is drawn from a bernoulli distibution with probability :

and detecion at site *i* during survey *j*, conditional on occupancy, is also the result of a Bernouli process with probability *p*:

We will start of with a simple exercise where we consider a situation where occupancy and detection probability are both assumed constant across the study area. This isn’t realistic, but it serves to illustrate our process.

set.seed(2) # Set the seed so that the numbers come out the same each time  
R <- 100 # The number of sites  
T <- 3 # The number of surveys  
  
psi <- 0.7 # The probability of occupancy at each site  
p <- 0.4 # The probability of detection during each survey  
  
# Simulate the data using the above parameters  
# --------------------------------------------  
  
# Simulate the occupancy data  
presence <- rbinom(n = R, size = 1, prob = psi) # This creates a vector of 1's and 0's where the probability of being a 1 is psi  
sum(presence)/100 # The true occuancy rate across all sites. It is slightly different from the occupancy probability because it is the result of a random process with probabiltiy psi.

## [1] 0.69

# Simulate the detection process  
y <- matrix(NA, nrow = R, ncol = T)  
for(i in 1:R){  
 y[i, ] <- rbinom(n = T, size = 1, prob = p\*presence[i])  
}  
  
naive.est <- sum(apply(y, 1, max))/100 # The naive estimate of occupancy (without accounting for detection)  
naive.est

## [1] 0.57

We see from the above numbers that the true occupancy rate is 0.69 while the naïve estimate (without correcting for detection) is only 0.57.

To analyze the above data, we will use what can be called a “model of the mean”, because occupancy is assumed constant so the model is estimating the mean occupancy probability across all sites rather than individual site-level probabilities.

In the BUGS language, the model looks like this:

sink("basic\_model.txt")  
cat("  
model{  
 # The prior disturbutions on psi and p  
 psi ~ dunif(0, 1)  
   
 p ~ dunif(0, 1)  
   
 # The likelihood  
 for(i in 1:R){  
 # Model 1: the occupancy process  
 z[i] ~ dbern(psi)  
   
 # Model 2: the detection process, conditional on occupancy  
 for(j in 1:T){  
 y[i, j] ~ dbern(z[i]\*p)  
 }  
 }  
}  
", fill = TRUE)  
sink()

I want to pasue and make a point here. The reason for simulating data is that it reflects our ideas about the data-generating process. The thing to notice about the model above is how it matches very closely to the simulation code. This is becasue the model itself reflects our assumptions about the process that generated the data. We generated the occcupancy data as 100 random draws from a binomial distribution, with a single trial at each replicate (representing a single coin flip, so a bernoulli trial), with probability of success . In the model description, this is represented as . In the model code above, this is specified under Model 1 as “z[i] ~ dbern(psi).” This concept that the model reflects the data-generating process is very important when learning to build Bayesian models.

# Compile the data  
data <- list(R = R, T = T, y = y)  
  
# Set the parameters to monitor  
params <- c("psi", "p")  
  
# Specify the initial values - this is critical in JAGS, and is why we use the naive occupancy as initial values for z  
zinit <- apply(y, 1, max)  
inits <- function(){list(z = zinit, psi = runif(1, 0, 1), p = runif(1, 0, 1))}  
  
nc <- 3 # The number of mcmc chains to run  
ni <- 1000 # The total number of iterations (i.e. the number of random draws from the posterior distribution)  
nb <- 100 # The number of iterations used for burn-in (like a model warm-up)  
nt <- 5 # The thinning rate, meaning that the output will only save 1 out of every 5 iterations. This can save a great deal of computer memory for large models  
  
# Load the R2jags package so that R can talk to JAGS  
library(R2jags)

out <- jags(data, inits, params, model.file = "basic\_model.txt", n.chains = nc, n.iter = ni, n.burnin = nb, n.thin = nt)  
print(out, digits = 2)

## module glm loaded

## Compiling model graph  
## Resolving undeclared variables  
## Allocating nodes  
## Graph information:  
## Observed stochastic nodes: 300  
## Unobserved stochastic nodes: 102  
## Total graph size: 508  
##   
## Initializing model

## Inference for Bugs model at "C:/Users/crosby/AppData/Local/Temp/RtmpMfoT1f/model1cdc729622a7.txt", fit using jags,  
## 3 chains, each with 1000 iterations (first 100 discarded), n.thin = 5  
## n.sims = 540 iterations saved  
## mu.vect sd.vect 2.5% 25% 50% 75% 97.5% Rhat n.eff  
## p 0.35 0.05 0.27 0.32 0.35 0.38 0.45 1.01 240  
## psi 0.78 0.09 0.62 0.72 0.78 0.84 0.96 1.00 540  
## deviance 307.38 20.49 266.27 293.28 307.02 321.78 347.77 1.00 440  
##   
## For each parameter, n.eff is a crude measure of effective sample size,  
## and Rhat is the potential scale reduction factor (at convergence, Rhat=1).  
##   
## DIC info (using the rule, pD = var(deviance)/2)  
## pD = 209.7 and DIC = 517.1  
## DIC is an estimate of expected predictive error (lower deviance is better).

Look at the model output above for the estimate of psi. Bayesian analysis does not produce a single paramter estimate with an error (as in frequentist analysis), but rather a posterior distirbution for the parameter. So, “mu.vect” is the mean of that distribution and “sd.vect” is the standard deviation. The columns from “2.5%” through “97.5%” are the quantiles of the distribution and “n.eff” is the effective sample size (i.e. the number of iterations corrected for autocorrelation, but we won’t go into that now). Finally, “Rhat” is a measure of how well the mcmc chains have converged and is a standard model diagnostic to make sure it has run enough iterations to get a good estimate. An Rhat < 1.1 is considered good, so it looks like the chains have converged. The mean parameter estimates are and `, which is close to our simulated values of 0.7 and 0.4, respectively.

### A More Realistic Occuapncy Model

Next we will simulate some data where occupancy and detection probability are both dependent on covariates, again following Kéry (2010). The simulated occupancy relationship will be a quadratic response to a vegetation index ranging from -1 to 1, and the detection probability will have a negative response to the same index. Therefore, the model of the occupancy relationship is:

and

The model for detection probability is:

and

Now we will simulate the data.

veg <- sort(runif(n = R, min = -1, max = 1))  
  
alpha.occ <- 0  
beta1.occ <- 3

The “true” occupancy is generated by applying the parameters to the veg data at each site. The result of the equation is tranformed to a probability using the inverse-logit equation where .

occ.prob <- exp(alpha.occ + beta1.occ\*veg)/(1 + exp(alpha.occ + beta1.occ\*veg))  
true.occ <- rbinom(R, 1, occ.prob)  
plot(veg, occ.prob)

![](data:image/png;base64,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)

sum(true.occ)/100 # The true occupancy rate

## [1] 0.45

The simulated detection probability follows the same format.

alpha.p <- 0  
beta1.p <- -5  
  
det.prob <- exp(alpha.p + beta1.p\*veg)/(1 + exp(alpha.p + beta1.p\*veg))  
y <- matrix(NA, R, T)  
for(i in 1:R){  
 y[i, ] <- rbinom(T, 1, det.prob[i]\*true.occ[i])  
}  
plot(veg, det.prob)
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So, while occupancy probability increases with the vegetation index (to a point), detection probability decreases. The BUGS model is simply an extension of the previous model, with prior distirbutions on the paramters in the regression equation rather than on and .

sink("model\_2.txt")  
cat("  
model{  
 # The prior disturbutions on psi and p  
 alpha.occ ~ dnorm(0, 0.0001)  
 beta1.occ ~ dnorm(0, 0.0001)  
 beta2.occ ~ dnorm(0, 0.0001)  
   
 alpha.p ~ dnorm(0, 0.0001)  
 beta1.p ~ dnorm(0, 0.0001)  
   
 # The likelihood  
 for(i in 1:R){  
 # Model 1: the occupancy process  
 logit(psi[i]) <- alpha.occ + beta1.occ\*veg[i]  
 z[i] ~ dbern(psi[i])  
   
 # Model 2: the detection process, conditional on occupancy  
 for(j in 1:T){  
 logit(p[i, j]) <- alpha.p + beta1.p\*veg[i]   
 y[i, j] ~ dbern(z[i]\*p[i, j])  
 }  
 }  
 # Derived quantities  
 occ.fs <- sum(z[])  
}  
", fill = TRUE)  
sink()

A couple of things to notice about the model above:

1. The priors on the parameters follow a very wide normal distirbution with mean 0 and = 10,000. The reason the variance parameter in the model priors is 0.0001 is that BUGS uses a parameter to describe variance, where . Don’t ask me why, it’s just what they do.
2. It includes a derived paramter, “occ.fs”, which is an estimate of the total number of occupied sites (out of 100). Thus, the model estimates this number at each iteration and part of the ouput is a posterior distribution of the estimated total occupancy (the sum of all ).

# Compile the data  
data <- list(R = R, T = T, y = y, veg = veg)  
  
# Set the parameters to monitor  
params <- c("alpha.occ", "beta1.occ", "alpha.p", "beta1.p", "occ.fs")  
  
# Specify the initial values - this is critical in JAGS, and is why we use the naive occupancy as initial values for z  
zinit <- apply(y, 1, max)  
inits <- function(){list(z = zinit, alpha.occ = rnorm(1, 0, 1), beta1.occ = rnorm(1, 0, 1), alpha.p = rnorm(1, 0, 1), beta1.p = rnorm(1, 0, 1))}  
  
nc <- 3   
ni <- 5000   
nb <- 500   
nt <- 10

out2 <- jags(data, inits, params, model.file = "model\_2.txt", n.chains = nc, n.iter = ni, n.burnin = nb, n.thin = nt)  
print(out2, digits = 2)

## Compiling model graph  
## Resolving undeclared variables  
## Allocating nodes  
## Graph information:  
## Observed stochastic nodes: 300  
## Unobserved stochastic nodes: 105  
## Total graph size: 1219  
##   
## Initializing model

## Inference for Bugs model at "C:/Users/crosby/AppData/Local/Temp/RtmpMfoT1f/model1cdc192a3a99.txt", fit using jags,  
## 3 chains, each with 5000 iterations (first 500 discarded), n.thin = 10  
## n.sims = 1350 iterations saved  
## mu.vect sd.vect 2.5% 25% 50% 75% 97.5% Rhat n.eff  
## alpha.occ -0.07 0.47 -0.92 -0.40 -0.10 0.22 0.95 1.00 900  
## alpha.p -0.41 0.37 -1.14 -0.65 -0.42 -0.18 0.30 1.00 1400  
## beta1.occ 3.21 1.08 1.36 2.44 3.12 3.92 5.44 1.01 220  
## beta1.p -3.89 0.76 -5.50 -4.34 -3.85 -3.39 -2.54 1.00 1400  
## occ.fs 47.48 5.83 35.00 44.00 48.00 51.75 58.00 1.00 1300  
## deviance 104.31 9.05 89.19 97.61 103.57 110.14 124.16 1.00 1400  
##   
## For each parameter, n.eff is a crude measure of effective sample size,  
## and Rhat is the potential scale reduction factor (at convergence, Rhat=1).  
##   
## DIC info (using the rule, pD = var(deviance)/2)  
## pD = 41.0 and DIC = 145.3  
## DIC is an estimate of expected predictive error (lower deviance is better).

### Resources

I hope this tutorial has been helpful. For more in-depth reading on fitting hierarchical models using Bayesian methods see Kéry (2010), Kéry and Royle (2016), and Royle and Dorazio (2008).
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