Placement of Virtual Containers on NUMA systems:

A Practical and Comprehensive Model

论文背景综述

这篇论文是在数据中心，解决容器的虚拟核到物理核的映射问题，来获得最高性能，从而降低数据中心能耗。本文讨论两个背景方向，一是NUMA系统的工作配置，二是数据中心的节能技术。

一、NUMA系统的工作配置

NUMA系统上的工作配置的研究已有数年。多核系统中，共享资源可能会导致在不同和上运行的应用程序发生争用，从而导致性能和能效降低。不少人在不同的共享资源不同的角度上提出了尽可能地避免或减少争用带来的性能降低的方法。 Allan S等证明了硬件多线程处理器的性能受作业调度的影响，并提出了一种机制，提高了SMT体系结构的性能。Federova等提出了一种操作系统调度算法，应用于应用程序争用共享高速缓存时，保证它的公平分配和程序运行，也改善了性能隔离。，Merker等提出了任务活动向量，根据任务活动向量进行应用迁移和协同调度，提高应用程序的性能。由数据密集应用程序的内存流量引起的内存控制器和互连的拥塞会对性能造成很大损害，Mohammad等提出了一种内存配置算法解决该问题。这些都为之后探索NUMA系统上预测工作负载的性能做了铺垫。

虚拟核到物理核的映射方法不同会影响共享资源的使用，从而影响系统的性能。相反，可以通过预测NUMA系统的性能，可以找到合适的虚拟核到物理核的映射配置。

Dwyer等提出了一种自动化的模型构建方法，将系统上可用的性能硬件事件输入到各种机器学习模型中。该模型预测了一个相当简单的结果，当目标工作负载与干扰工作负载共同调度时性能下降。该模型没有研究不同配置下的性能，同时其预测的性能准确率也不高。

Daniel等构建了内存并行负载的性能预测系统Pandia，Pandia不仅可以准确地预测多核NUMA机器上不同工作负载配置的性能，还可以预测应用程序如何使用不同数量的线程执行。但是，为了做出预测，Pandia需要先进行具有不同线程数的六次运行，并做性能观察，这一点在实际中难以进行，因为大多数实际应用程序无法轻松地按需重新配置其线程数。尽管解决了以前工作的局限性，但从根本上说，Pandia仍然依赖于特定机器的建模方法，该方法无法轻松地将结果应用到其他系统。 Pandia在一组特定机器的方程中捕获了导致性能的因素，例如缓存争用，通信延迟和负载平衡。如果模型必须适应另一台机器，则必须手动重新制定方程式。

Zhang等提出了SMiTe方法，该方法可以在多核SMT处理器上实现精确的性能干扰预测。由于应用程序在不同共享资源之间的争用特性几乎没有相关性，因此设计了一组标尺来以解耦的方式量化应用程序的敏感性和争用性。 之后建立一个回归模型，该模型结合了灵敏度和争用性测量，以预测各种共址场景下的性能干扰。该方法能预测准确度也不错，同时也能够在实际运用中实现，但是也不适用于不同的NUMA系统，对于其他的系统，仍需要其他工作。

Baptiste等提出了AsymSched设计方案，一种新的线程和内存放置算法，其目标在于最大化通信线程的带宽。节点之间如何连接，连接的带宽不同，都会影响NUMA系统的性能，而随着NUMA系统节点的增加，这种影响更大。该方案虽然能够适用于不同的系统，并且容易执行，但是它没有预测性能准确度较差，此外，该方案也仅仅考虑了网络的非对称互连，没有考虑其他共享资源。

这篇论文提出的虚拟核到物理核的映射系统，弥补了上述方案或系统的不足。该系统考虑了多种共享资源如缓存，存储，带宽。根据机器学习，先实际测量两种映射配置的性能作为输入再预测，相比于比直接利用硬件性能事件，不仅性能预测准确率增高，而且更能适用于不同的NUMA系统，另外不需要大量的人力，也能实际应用。

二、数据中心节能技术

数据中心能耗成为其一大开销。如何降低数据中能耗也成为了研究的热点。目前主要的降低能耗思想分为两种，一是降低设备运行功率，如动态频率电压缩放（DVFS），即根据CPU需要的运行速率调整电压和频率；链路状态自适应（SLA），即改变链路的传输速率；双速磁盘，即在访问频率低时，降低磁盘运转速率。另一种是关闭空闲的设备，如动态电源管理（DPM），在CPU不用时关闭电源；网络流量合并（NTC），将流量合并到少数链路和交换机上，关闭不使用的链路和交换机；服务器负载合并（SLC），将工作负载集中到少数服务器以关闭其余的服务器。除去上述两种主要思想，还有数据中心节能方案，如将数据中心建立在寒冷地区，减少利用空调降温的能耗；利用可再生能源对数据中心进行部分供电，降低不可再生能源的消耗；改进数据中心的建筑构造，提高空调降温效率；保留热页面的虚拟机迁移降低迁移能耗等等。

随着虚拟机的出现，由于其具有隔离性，不依赖硬件，可迁移等优点，广泛应用于数据中心。因此大量的基于虚拟机迁移关闭未使用的服务器成为新热门的节能技术方向。Dabbagh等提出服务器的负载预测方法，根据历史负载变化与设定负阈值，进行虚拟机迁移，避免了由于过载导致的服务质量下降。KURDI等提出了基于蝗虫的生物启发式虚拟机迁移算法，其目标在于减少数据中心弱性能服务器的使用，因为较弱性能的服务器往往洗能效也偏低。虚拟机迁移能耗设计到虚拟机内存的大小和网络带宽，因此Wang等考虑了从CPU利用率，内存大小和网络带宽三个方面筛选虚拟机迁移。为减小宕机时间，需要采用迭代虚拟机内存迁移技术，在这种迁移过程中，也会影响虚拟机的性能，Liu等提出了EQVC算法，减少一些不必要的虚拟机迁移，不必要的定义为不进行虚拟机迁移带来性能损失小于进行虚拟机迁移的性能损失。另外还有不少研究人员针对服务质量、资源利用和能耗的多目标优化提出算法。

近些年，容器技术变得热门，由于其相对于虚拟机，更轻量化，更易于部署的优点，也在逐渐应用于数据中心。虚拟机迁移的不少技术和思想也可以应用于容器的迁移，这已经有不少的研究。

这篇论文是解决容器的虚拟核到物理核的映射问题，它考虑的是一定能耗条件下，可以达到的最大性能值，即最大化性能与能耗的比值，但是该配置只考虑的容器中不同虚拟核的信息交换，没有考虑容器之间的信息交换。而由于某个服务需要多个容器，多个容器会分布在同一个服务器或不同的服务器上，容器之间的交流也影响着服务的性能。也就是说，这篇论文只解决了容器的最大性能问题，没有解决服务的最大性能问题。现在已经有不少研究，以及之后研究方向，也就是多目标的优化问题，小的方面来说，如上述的容器性能最大化，和容器信息交流性能最大化。大的方面来说，不仅要考虑性能，也要考虑能耗，如容器的能耗，容器的交流，容器失效的重新部署。
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