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This document contains the details on how I created Barold the chatbot using python and specifically the NLTK and chatterbot libraries. It reviews chatbots as well as the libraries used before examining how a chatbot can be created and the results from my project.

Introduction –What are Chatbots

Chatbots are conversational systems created using computational linguistics that use natural language processing and machine learning in order to simulate responses to the user’s input. Some chatbots have specific purposes, while others are simply created for conversation. These purposes can include online dialog bots made to complete tasks such as setting up an appointment, or even a psychologist bot made to aid people going through a difficult situation.

Dialog bots include AIs such as Siri and Alexa, who are able to understand a command and then execute it such as playing music or sending a text. Conversational bot examples include Cleverbot and Mitsuku, both online chatbots that people can visit and talk to, allowing them to continue to learn.

Chatbots can be made through two main methods, rule-based and corpus-based methods. Rule-based chatbots, such as ELIZA, a famous psychologist chatbot, use a list of words and phrases that it searches for in the input. When these words are found, regular expressions are used in order to compute a response and output it. Corpus-based chatbots, on the other hand, are created using machine learning and a database full of information that the chatbot learns from and can then pull from during conversations.

Creating a chatbot

In order to create a chatbot, I used the python language along with the NLTK and chatterbot packages. Building a chatbot using machine learning involved two main steps: Creating the bot itself and training it through both corpora and actually talking to it.
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* 1. Chatterbot

Chatterbot is a python library made to create chatbots easily. It acts as a framework in order to write a chatbot that will work to the users’ expectations. Chatterbot is language independent, meaning it can support a chatbot in any language, and it comes with preprocessors and logic adapters that can be used for the chatbot already coded (About Chatterbot).

Chatterbot is set up to create a very simple chatbot that receives an input, processes the statement using preprocessing and logic adapters, and then outputs a response. The library includes a number of corpora containing prewritten chatbot conversations in order to make training the chatbot faster and easier. These include many different languages and types of conversation such as humor, greetings, and sports.

* 1. NLTK

The NLTK library, or Natural Language Tool Kit, is a python library created to aid with natural language processing. For my chatbot, the toolkit was used to aid in preprocessing the input statement in order to make it easier to read. The NLTK library comes with a tokenizer that helps with dividing sentences and paragraphs into shorter groups such as individual words. This aids in creating phrases that the chatbot can understand better.

* 1. Basic Python Input/Output

For the input and output of my chatbot, a simple while loop was utilized. The while loop receives an input, sends it to the preprocessing function and then gets the response of the preprocessed input to return and output. In each loop, it checks whether the final processed input is “goodbye” and if it is, the bot prints “Goodbye” in return and exits the while loop, ending the conversation with the chatbot.

* 1. Preprocessing with NLTK

Preprocessing for my chatbot involves both the NLTK libraries and the re library, a library which allows for substitutions and replacement of characters and phrases. While chatterbot does provide some preprocessing, I found them to be subpar and decided to instead write my own using the NLTK library which allowed for more freedom and functionality during the preprocessing stages of my chatbot.

Using re, my preprocessing function replaced all line breaks, tabs, and extra spaces with just one space. Once this is completed, the NLTK tokenization library can be used to divide up each word, creating a list of words from the input statement. This list was then assessed using NLTK. All uppercase characters are changed to lowercase and all non-alphabetic characters are removed. Once this list has been processed it is then converted back into a string and returned to the while loop to go through logic adapters.

* 1. Logic Adapters

Chatterbot comes with pre-written logic adapters that can be used on chatbots built with the library. The adapters include a best match adapter, a time logic adapter, a mathematical evaluation adapter, and a specific response adapter. Multiple adapters can also be used and in that case the adapter that produces the highest confidence rating is the response that is returned.

My chatbot uses the best match adapter as it is simply a conversational bot. The best match adapter takes the input statement and assesses the closest previous input using a number called confidence. Based on this confidence it finds the best response from previous training and returns that response.

* 1. Training

As previously discussed, the chatterbot library contains a wide selection of corpora in many different languages that can be used to train chatbots. The English selection alone includes corpora on emotion, food, greetings, health, and humor.

These corpora are made using the structure shown below:

* - input phrase

- output phrase

A provided training program in chatterbot then goes through the corpora specified and trains the bot on them, storing it in a separate file specific to the chatbot.
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For my chatbot, named Barold, I wrote some of my own corpora, as well as training him using some of the prewritten ones. The corpora I wrote allowed me to give him information about himself, meaning he could answer when asked what his name was and who made him, as well as some personality unique to him.

Besides this corpus he also learned the greetings and emotions corpora which are fairly self-explanatory.

I tried many different corpora to determine which I preferred, beginning by training Barold in all of the English language corpora. This resulted in many answers being related to sports or Alice in Wonderland, so I decided to be more specific and write some of my own in order to shape how I wanted his responses.

Along with corpora training, I also trained him through conversations. Chatterbot is set up so that training can be done by chatting with your bot. When training is being used, the bot will log each input and response in order to learn more responses and become more accurate.

Results
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Using these methods, I was able to successfully create a chatbot named Barold. The chatbot runs successfully, although slower than I would prefer. Barold does only respond to immediate input; he is a very basic chatbot and does not retain context to questions. However, overall, I see my chatbot as a huge success. He can answer basic questions and provides entertaining conversation, which was my goal with this project.

I also learned a lot about the programming side of tokenization and how artificial intelligence

works with logic and machine learning by using a hands-on approach. I learned the steps involved to create a functional chatbot, from input to preprocessing to logic and training, and finally to a chatbot that outputs responses that make sense in lieu of the input (mostly).
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