**发明名称**

一种针对公安领域案件文本分类的方法

**摘要**

本发明适用于公安领域案件的数据挖据应用领域，提供了一种针对公安领域案件文本分类的方法，所述方法包括以下几个步骤：A、对案件文本进行预处理，包括分词、筛去停用词、文本向量化等；B、建立层次支持向量机模型对案件文本进行自动分类；C、建立基于词典的规则匹配案件分类器；D、根据决策函数值，对于支持向量机分类所得结果置信度低的案件，利用基于词典的规则匹配案件分类器对其进行二次分类，以其分类结果为最终结果。通过以支持向量机分类为主，以基于词典的规则匹配案件分类为辅的方法，使得案件分类的准确率得到提高。本方法可辅助警务人员处理海量公安案件文本，对案件进行正确分类，为后续的案件研判提供帮助。

**摘要附图**

对案件文本进行预处理，包括分词、筛去停用词、文本向量化等

建立

基于词典的规则匹配案件分类器

建立层次支持向量机模型

对于支持向量机分类所得结果置信度低的案件，利用通用型词典匹配案件分类器对其进行二次分类，得出结果

**权利要求书**

1. 一种针对公安领域案件文本分类的方法，其特征在于，包括以下步骤：
2. 对案件文本进行预处理，包括分词、筛去停用词、文本向量化等；
3. 建立层次支持向量机模型对案件文本进行自动分类；
4. 建立基于词典的规则匹配案件分类器；
5. 根据决策函数值，对于支持向量机分类所得结果置信度低的案件，利用基于词典的规则匹配案件分类器对其进行二次分类，以其分类结果为最终结果。

2、如权利要求1所述的方法，其特征在于：所述步骤A对案件文本进行预处理，主要的文本预处理步骤如下：

1. 先进行案件描述内容提取，利用正则表达式匹配的方法，提取“报警称：”之后的文本内容，然后对该文本内容进行分词；
2. 在对所有案件文本进行分词之后，根据文档频数筛选停用词，满足条件*Ntd >= 70%\*Nd*的词被列为停用词，其中*Ntd*为包含词t的案件文本数量，*Nd*为总的案件文本数量；
3. 在已过滤停用词的条件下，采用TF-IDF公式计算权重，将所有案件文本向量化。

3、 如权利要求1所述的方法，其特征在于：所述步骤B建立层次支持向量机模型对案件文本进行自动分类，前提需要制定案件类别的级别关系，例如:{盗窃：{入室盗窃，公交车盗窃，盗窃电动车、摩托车}，诈骗：{电信诈骗，街头诈骗}}，然后建立层次支持向量机模型对案件文本进行自动分类。

4、如权利要求1所述的方法，其特征在于：所述层次支持向量机模型：所有一级案件类别的分类对应一个一级分类器模型，同属于一类一级类别的所有二级案件类别对应一个二级分类器模型，因此二级分类器模型的数量与一级案件类别的数量一样多；当层次支持向量机模型预测一个案件，先调用一级分类器判断其一级案件类别，根据获得的一级案件类别调用对应的二级分类器，获得其二级案件类别。

5、如权利要求1所述的方法，其特征在于，所述基于词典的规则匹配案件分类器：需要先构造案件分类识别词典：词典由5部分组成：“规则序号”、“一级案件类别”、“二级案件类别”，“关键词”、“排斥词”；“关键词”由一个或多个词组成，词汇间为“与关系”。即案件描述中，同时包含“关键词”中的所有词，才匹配该规则。当“关键词”匹配上后，若该规则的“排斥词”不为空，则还需进一步比对。“排斥词”用于区分两类具备相同“关键词”的案件，该字段同样包含一个或多个词，但词汇间为“或关系”。即案件描述中只要含有“排斥词”中的任意一个词，则表示不符合该规则，继续比对下一条规则；对于匹配上规则的案件，返回“规则序号”、“一级案件类别”、“二级案件类别”。

6. 如权利要求1所述的方法，其特征在于，判断支持向量机分类所得结果置信度低的判断方法为：以各子分类器决策函数值分析置信度的高低，当出现以下情况则判定为置信度低：

1. 各个分类器的决策函数值均为负数；
2. 仅一个分类器的决策函数值为正数，但其值很小，小于1；
3. 出现两个分类器的决策函数值为正数，且数值很接近，相对平均偏差≤5%；
4. 出现三个及以上的分类器的决策函数值为正数。

**说明书**

一种针对公安领域案件文本分类的方法

**技术领域**

本发明涉及将文本挖掘技术应用于公安领域，特别提供了一种公安领域案件文本分类的方法。

**背景技术**

随着社会的发展，公安领域的案件信息以每年百万条的速度递增。目前公安部门虽然有完善的案件信息管理系统，可以方便地对案件进行查询、筛选、统计等处理，为警务人员减少了一定的劳动量，但是依靠这些传统方法，很难挖掘出有价值的线索。因此，许多国内外学者在对公安领域中的信息数据挖掘技术进行深入地研究。

公安领域的案件信息都是以文本的形式记录在案的，这些案件文本中包含着重要的线索，关联相似的案件可以有效地帮助案件的侦破和串并案的发现。因此，对案件文本处理的需求越来越迫切，同时要求的精度和准确度也越来越高，尤其是需要对大批案件进行自动识别案件类别。当前运用较为广泛的文本分类方法有朴素贝叶斯分类、k近邻分类、支持向量机模型分类、基于决策树的分类。其中，支持向量机模型分类具有适用于小样本学习，解决非线性问题，解决高维问题和抗干扰强的能力，总体表现出色，它基于结构风险最小化理论之上在特征空间中建构最优分割超平面。

但是，支持向量机模型分类的缺点有：对缺失数据敏感，对样本的预测依赖于训练所得的分类决策函数，根据决策函数的值判断样本更接近哪个类别，即使在该决策的置信度很低的情况下，依然会给出一个结果，尽管这个结果很有可能是错误的。其次，在公安领域案件分类这一特定场景，案件类别存在层次结构，如果仅采用单一层次的分类器，忽视了案件类别的层次关系，会导致分类的准确率低下。

**发明内容**

本发明提供了一种针对公安领域案件文本分类的方法，用于满足公安领域案件文本处理的需求，并且避免接受置信度低的分类决策结果，提高分类准确。

一种针对公安领域案件文本分类的方法，包括以下步骤：

1、对案件文本进行预处理，包括分词、筛去停用词、文本向量化等。案件文本预处理的内容包括：

1. 先进行案件描述内容提取，利用正则表达式匹配的方法，提取“报警称：”之后的文本内容，并对提取的文本内容进行分词；
2. 在对所有案件文本进行分词之后，根据文档频数筛选停用词，满足条件*Ntd >= 70%\*Nd*的词被列为停用词，其中*Ntd*为包含词t的案件文本数量，*Nd*为总的案件文本数量；
3. 在已过滤停用词的条件下，采用TF-IDF公式计算权重，将所有案件文本向量化；

2、制定案件类别的级别关系，例如:{盗窃：{入室盗窃，公交车盗窃，盗窃电动车、摩托车}，诈骗：{电信诈骗，街头诈骗}}，然后建立层次支持向量机模型对案件文本进行自动分类；

3、建立层次支持向量机模型，所有一级案件类别的分类对应一个一级分类器模型，同属于一类一级类别的所有二级案件类别对应一个二级分类器模型，因此二级分类器模型的数量与一级案件类别的数量一样多；当层次支持向量机模型预测一个案件，先调用一级分类器判断其一级案件类别，根据获得的一级案件类别调用对应的二级分类器，获得其二级案件类别。

4、建立基于词典的规则匹配案件分类器，主要步骤有：

1. 先构造案件分类识别词典：词典由五个字段组成：“规则序号”、“一级案件类别”、“二级案件类别”，“关键词”、“排斥词”；词典中的每一条记录称之为规则，每条规则具有上述五个字段，所有规则构成案件分类识别词典字典。
2. 制定基于词典的规则匹配案件分类器分类的过程，具体为：从词典中第一行规则开始比对，检验该行的关键词列中的关键词是否都出现在这个待分类案件文本中，“关键词”由一个或多个词组成，词汇间为“与关系”。即案件描述中，同时包含“关键词”中的所有词，才匹配该规则。当“关键词”匹配上后，若该规则的“排斥词”不为空，则还需进一步比对。“排斥词”用于区分两类具备相同“关键词”的案件，该字段同样包含一个或多个词，但词汇间为“或关系”。即案件描述中只要含有“排斥词”中的任意一个词，则表示不符合该规则，继续比对下一条规则；对于匹配上规则的案件，返回“规则序号”、“一级案件类别”、“二级案件类别”。“规则序号”字段用于人工核验分类识别结果时，能够快速准确找到指定分类规则，进行调整优化。“一级案件类别”即案件分类识别的大类，如“电信诈骗”、“街头诈骗”、“扒窃”等。“二级案件类别”是按照具体作案手段等特征对“一级案件类别”的进一步细分。例如：“扒窃”一级案件类别下，有“车扒”（公交车上扒窃）、“地扒”（街头扒窃）等二级案件类别。

5、案件文本分类的时候，先使用层次支持向量机对其进行分类，再评估支持向量机分类所得结果的置信度：以决策函数值作为衡量置信度大小的标准，当出现以下情况则判定为置信度低：

1. 各个分类器的决策函数值均为负数；
2. 仅一个分类器的决策函数值为正数，但其值很小，小于1；
3. 出现两个分类器的决策函数值为正数，且数值很接近，相对平均偏差≤5%；
4. 出现三个及以上的分类器的决策函数值为正数。

6、对于支持向量机分类所得结果置信度低的案件，利用基于词典的规则匹配案件分类器对其进行二次分类，以其分类结果为最终结果。

**附图说明**

图1为本申请实施例中层次支持向量机模型的层次结构示意图；

图2为本申请实施例中基于词典的规则匹配案件分类的工作过程；

图3为本申请实施例中支持向量机分类与基于词典的规则匹配案件分类相结合的分类方法的实施的过程。

**具体实施方式**

本发明实施例提供了一种公安领域案件文本分类的方法，其包含一种基于层次支持向量机分类和基于词典的规则匹配案件分类器。

当利用层次支持向量机分类器模型对需要分类的案件文本进行分类时，先执行上级分类器分类，再依据上级分类器分类所得的结果，执行对应的下级分类器分类；比如一个案件，先由上级分类器分类，假设所得结果为“盗窃”，然后根据这个结果由“盗窃”类的下级分类器再进行分类，确定这个案件的最终类别是什么，如“入室盗窃”或“公交车盗窃”。在上级分类层中，案件类别差异较大，而类别数目较少，使得特征选择后的词语集合的类别区分能力强，从原理上说，支持向量机的判决函数只与支持向量有关，如果支持向量差异明显，分类间隔的宽度就比较大，分类准确率较高。在上级分类的准确率得到保障的基础上，从对应同一个上级类别的各个下级类别的案件样本子集中抽取出区分能力强的特征词语，构成新的词语集合。各个下级类别的分类器都有属于自己的特征词语集合，能减少不相关类别的信息干扰，这有利于寻找到最优分类决策面。分类器的层次结构示意图参见图1。

构建层次支持向量机模型的步骤包括：

步骤1：获取原始案件文本数据，以及每个案件进行案件类别标注 ；根据存在案件类别和他们之间的层次关系，构建层次案件类别词典（词典示例如下：{盗窃：{入室盗窃，公交车盗窃，盗窃电动车、摩托车}，诈骗：{电信诈骗，街头诈骗}，……}，字典中的key值如“盗窃”、“诈骗”均为一级案件类别，value值为对应一级案件类别细分后的二级案件类别集合，如{入室盗窃，公交车盗窃，盗窃电动车、摩托车}是一级类别“盗窃”细分得到的下级类别集合；

步骤2：获取案件文本数据和案件类别之后，需要进行案件文本预处理工作：

1. 中文分词是文本预处理的第一步，先进行案件描述内容提取，利用正则表达式匹配的方法，提取“报警称：”之后的文本内容，然后对提取的文本内容进行分词采用"jieba"分词工具进行分词；
2. 预处理的内容还包括：在对所有案件文本进行分词之后，根据文档频数筛选停用词，满足条件*Ntd >= 70%\*Nd*的词被列为停用词，其中*Ntd*为包含词*t*的案件文本数量，*Nd*为总的案件文本数量；
3. 最后是将案件文本转换成计算机能够理解的表示形式；选用适用于文本分类问题的向量空间模型，该模型的主要思想是：将每一个文档都映射为由一组规范化正交词语矢量张成的向量空间中的一个点。对于所有的文档类和未知文档，都可以用此空间中的词语向量来表示（其中，为特征词语；为词的权重）。一般需要构造一个评价函数来表示词语权重，其计算的唯一准则就是要最大限度地区别不同文档。常用的特征项的权重计算方法有TF-IDF方法，布尔模型方法等，本发明选用TF-IDF权重计算方法，某一特定文本内的高词语频率，以及该词语在整个文本集合中的低文本频率，可以产生出高权重的TF-IDF，词*i*在文本*j*中的权重计算公式如下：

为词*k*在文本*j*中出现的次数，为语料库中的文件总数，为包含词语的文本数目。

步骤3：训练支持向量机模型，将经过预处理的案件文本作为支持向量机（SVM）的输入，进行案件分类。SVM基本模型被定义为特征空间上的间隔最大的线性分类器，其学习策略是使间隔最大化，最终转化为一个凸二次规划问题的求解。下面是SVM的目标函数:

求该目标函数,得到:；

根据 ,计算，选择的一个分量，满足 ；

并据此计算出 ，其中，是案件文本和的核函数，为案件文本的案件类别，为惩罚因子，在实验中我们选值为1，多类分类策略选用“一类对余类”策略。

对于核函数，采用的是线性核函数，见下式。通过核函数将特征空间由低维向高维空间映射。

本发明实施例还提供的方法还包括一种基于词典的规则匹配案件分类器，建立基于词典的规则匹配案件分类器，主要步骤有：

1. 先构造案件分类识别词典：词典由五个字段组成：“规则序号”、“一级案件类别”、“二级案件类别”，“关键词”、“排斥词”；词典中的每一条记录称之为规则，每条规则具有上述五个字段，所有规则构成案件分类识别词典；
2. 制定基于词典的规则匹配案件分类器分类的过程，当给定一个待分类案件文本，基于词典的规则匹配案件分类器进行分类的过程为（参见图2），从词典中第一行规则开始比对，检验该行的关键词列中的关键词是否都出现在这个待分类案件文本中，“关键词”由一个或多个词组成，词汇间为“与关系”。即案件描述中，同时包含“关键词”中的所有词，才匹配该规则。当“关键词”匹配上后，若该规则的“排斥词”不为空，则还需进一步比对。“排斥词”用于区分两类具备相同“关键词”的案件，该字段同样包含一个或多个词，但词汇间为“或关系”。即案件描述中只要含有“排斥词”中的任意一个词，则表示不符合该规则，继续比对下一条规则；对于匹配上规则的案件，返回“规则序号”、“一级案件类别”、“二级案件类别”。

以上分别介绍了层次支持向量机分类器模型，基于词典的规则匹配案件分类器的内部结构和功能，下面对以支持向量机分类为主，基于词典的规则匹配案件分类为辅，两种方法相结合的实现过程进行介绍：

参见图3，本实施例中两种分类结合的方法流程如下：

步骤1：获取待分类样本，提取“报警称：”之后的文本内容；

步骤2：利用“jieba”分词对待分类案件进行分词，筛去停用词和词性为人名的词；

步骤3：假设上级分类器的词语特征集为，采用TF-IDF权重计算方法，将该案件向量化，得到它的特征向量，然后利用上级分类器预测其一级类别，假设得到一级类别为*L1*。

步骤4：根据一级类别*L1*，调用*L1*类别对应的下级分类器，假设该下级分类器的特征集为，采用TF-IDF权重计算方法向量化该案件得到新的特征向量，最后得到由该下级分类器预测出的最终案件类别。

实际情况中，当待分类案件样本实际所属的案件类别是支持向量机模型不曾学习过的，所有分类时，将该案件识别为任意已知类别都是错误的，应拒绝接受支持向量机分类器给出的结果，可以定义该结果的置信度非常低，类似地，当分类器出现给出的结果置信度低的其他情况时，也应当拒绝接受。分类器的置信度是一个值得重视的参量。

本发明中构造的SVM多分类分类器均采用“一类对余类”策略。在决策过程中，对待分类样本分别计算各个子分类器的决策函数值，并选取分类器函数值最大所对应的类别作为测试样本的预测类别。本发明仅对下级分类器的各个子分类器给出的决策函数值进行置信度评估，对置信度低的结果予以拒绝接受。

经过分析和实验，对满足以下情况判断为置信度低：

1. 各个分类器的决策函数值均为负数；
2. 仅一个分类器的决策函数值为正数，但其值很小，小于1；
3. 出现两个分类器的决策函数值为正数，且数值很接近，相对平均偏差≤5%；
4. 出现三个及以上的分类器的决策函数值为正数。

步骤5：通过对分类器给出的结果进行基于决策函数的置信度评估，拒绝置信度水平相对较低的决策结果，接受置信度水平较高的决策结果。对于被拒识的案件，调用基于词典的规则匹配案件分类器对其进行分类，确定其类别。当出现遍历所有规则仍没有匹配成功，就说明对该案件分类失败。

本发明中的基于词典的规则匹配案件分类器依赖于人工经验积累编写而成的规则集合，适用于识别“纠纷”、“举报”等类别的案件，对于逻辑关系复杂的案件类别容易产生错误，而且由于规则表中规则数量较多，每一步还需迭代关键词和排斥词，所以分类速度远远慢于SVM分类。因此本发明采用以SVM层次分类器为主，规则匹配分类器为辅的方法对案件进行分类。
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图 1

待分类案件
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是否还有下一条规则?

是

匹配下一条规则

将当前类别赋予案件

未能成功匹配（无结果）
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