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**INDEX**

**INTRODUCTION**

The project aims to understand and implement various IR models. We will be using various evaluation measures to evaluate the IR system and improve the search result based on the understanding of evaluation. The data used consists of tweets from three different languages English, German and Russian. The topic covered is mostly “European refugee crisis”.

Following IR models are implemented:

1. Vector Space Model
2. BM25 Model
3. Language Model

Following evaluation measures are considered:

1. nDCG
2. MAP
3. F0.5
4. BPREF

**DATA ANALYSED**

The data utilized for this project is twitter data collected in json format on topic European refugee crisis in English, German and Russian. We will be using **train.json.** The file contains tweets in the following format:

{

"lang": ,

"id": ,

"text\_de": ,

"text\_en": ,

"text\_ru": ,

"created\_at": ,

"tweet\_urls": [ ],

"tweet\_hashtags": []

}

**IR MODELS USED**

Following IR models are used:

1. **Vector Space Model:** Solr by default uses **DefaultSimilarityFactory.** Which is a factory for **DefaultSimilarity.** It is based on default scoring implementation, based upon the Vector Space Model. Solr combines Boolean model (BM) of Information Retrieval with Vector Space Model (VSM) of Information Retrieval - documents "approved" by BM are scored by VSM.In VSM, documents and queries are represented as weighted vectors in a multi-dimensional space, where each distinct index term is a dimension, and weights are Tf-idf values. VSM score of document d for query q is the Cosine Similarity of the weighted query vectors V(q) and V(d):

cosine-similarity (q, d) = V(q) · V(d) / |V(q)| |V(d)|

Solr refines VSM score for both search quality and usability as follows:

score(q,d) = coord-factor(q,d) · query-boost(q) · V(q) · V(d) / |V(q)| · doc-len norm(d) · doc-boost(d)

1. **BM25:** Solr uses **BM25SimilarityFactory** to implement this, which in turn is a factory for **BM25Similarity.** Introduced in Stephen E. Robertson, Steve Walker, Susan Jones, Micheline Hancock-Beaulieu, and Mike Gatford. Okapi at TREC-3. In Proceedings of the Third Text Retrieval Conference (TREC 1994). Gaithersburg, USA, November 1994. BM25 is a bag-of-words retrieval function that ranks a set of documents based on the query terms appearing in each document, regardless of the inter-relationship between the query terms within a document. Given a query Q, containing keywords q1,…qn, the BM25 score of a document D is:

![ \text{score}(D,Q) = \sum_{i=1}^{n} \text{IDF}(q_i) \cdot \frac{f(q_i, D) \cdot (k_1 + 1)}{f(q_i, D) + k_1 \cdot (1 - b + b \cdot \frac{|D|}{\text{avgdl}})},](data:image/png;base64,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)

where f (q1, D) is qi’s term frequency in the document D, |D| is the length of the document D in words, and avgdl is the average document length in the text collection from which documents are drawn. k1 and b are free parameter IDF (qi) is the IDF (inverse document frequency) weight of the query term qi.

1. **LM:** Solr uses various similarities like LMDirichletSimilarity, LMJelinekMercerSimilarity, etc. to implement Language models. We will be using **LMJelinekMercerSimilarityFactory** which implements LMJelinekMercerSimilarity. Language model based on the Jelinek-Mercer smoothing method. From Chengxiang Zhai and John Lafferty. 2001. A study of smoothing methods for language models applied to Ad Hoc information retrieval. In Proceedings of the 24th annual international ACM SIGIR conference on Research and development in information retrieval (SIGIR '01). ACM, New York, NY, USA, 334-342. The model has a single parameter, λ. According to the paper, the optimal value depends on both the collection and the query. The optimal value is around 0.1 for title queries and 0.7 for long queries.

**IMPROVEMENTS ON IR SYSTEM**

This section describes various techniques used to improve the IR system. It includes examining the query provided, advanced query processing like boosting the query based on various fields. We will also improve the performance based on expanding the query, additional analyzer and tokenizer. We will tweak the parameters of the IR model to make it more suitable to the query. Filters used in the query processing will also be analysed. All improvements will be judged on measures like nDCG MAP F0.5 BPREF.

**Tweaking IR model Parameters**

**BM25**: This similarity has the following options:

* k1: Controls non-linear term frequency normalization (saturation).
* B: Controls to what degree document length normalizes tf values.

Following table and graph illustrates the change in these parameters and the results observed over nDCG.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| nDCG |  |  |  |  |  |
|  |  |  |  |  |  |
| No Modification : | K1.0 : | K2.0 : | K1.0\_B0.5 | B0.5 | B0.9 |
|  |  |  |  |  |  |
| 0.7648 | 0.7648 | 0.6937 | 0.7647 | 0.7647 | 0.6937 |
| 0.8325 | 0.8327 | 0.8224 | 0.8396 | 0.8451 | 0.8224 |
| 0.9406 | 0.942 | 0.9189 | 0.9652 | 0.9652 | 0.9189 |
| 0.8699 | 0.8699 | 0.869 | 0.8698 | 0.8698 | 0.8691 |
| 0.7244 | 0.7244 | 0.7244 | 0.7244 | 0.7244 | 0.7244 |
| 0.7327 | 0.7537 | 0.7327 | 0.7537 | 0.7537 | 0.7327 |
| 0.9448 | 0.9448 | 0.9448 | 0.9448 | 0.9448 | 0.9448 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 0.9062 | 0.9062 | 0.9062 | 0.9062 | 0.9062 | 0.9062 |
| 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 |
| 0.9424 | 0.9424 | 0.9424 | 0.9439 | 0.9444 | 0.9424 |
| 0.7815 | 0.7815 | 0.7815 | 0.7828 | 0.7828 | 0.7815 |
| 0.703 | 0.703 | 0.6962 | 0.7037 | 0.7047 | 0.6967 |
| 0.7957 | 0.7973 | 0.7878 | 0.7997 | 0.8002 | 0.7878 |
| Series 1 | Series 2 | Series 3 | Series 4 | Series 5 | Series 6 |

Following table and graph illustrates the change in same parameters and the results observed over MAP.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| MAP |  |  |  |  |
|  |  |  |  |  |
| No modification | K1.0 | K2.0 | b0.5 | b0.9 |
|  |  |  |  |  |
| 0.4188 | 0.4188 | 0.3258 | 0.4185 | 0.3258 |
| 0.7447 | 0.7456 | 0.7499 | 0.7655 | 0.7499 |
| 0.7962 | 0.8065 | 0.8017 | 0.8121 | 0.8018 |
| 0.5448 | 0.5448 | 0.5393 | 0.5443 | 0.5402 |
| 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.4837 | 0.5251 | 0.4837 | 0.5251 | 0.4837 |
| 0.75 | 0.75 | 0.75 | 0.75 | 0.75 |
| 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 |
| 0.9861 | 0.9861 | 0.9861 | 0.9861 | 0.9861 |
| 0.814 | 0.814 | 0.814 | 0.7954 | 0.814 |
| 0.2244 | 0.2244 | 0.2244 | 0.2267 | 0.2244 |
| 0.5424 | 0.5424 | 0.5138 | 0.5495 | 0.5175 |
| 0.6289 | 0.6327 | 0.6206 | 0.6338 | 0.6209 |
| Series 1 | Series 2 | Series 3 | Series 4 | Series 5 |

**Conclusion:** It is evident that the tweaking the parameter b to 0.5 and keeping K1 as default (1.2) yields the best results over all measures.

**LM:** LM Jelinek Mercer similarity has the following options:

* Lambda: The optimal value depends on both the collection and the query. The optimal value is around 0.1 for title queries and 0.7 for long queries. Default to 0.1.

Following table and graph illustrates the change in this parameter and the results observed over nDCG.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| nDCG |  |  |  |  |  |
|  |  |  |  |  |  |
| No Modification | lamda 0.1 | lamda 0.2 | lamda 0.3 | lamda 0.5 | lamda 0.7 |
|  |  |  |  |  |  |
| 0.7752 | 0.7766 | 0.7766 | 0.7766 | 0.7766 | 0.7752 |
| 0.8343 | 0.8306 | 0.8306 | 0.8303 | 0.8296 | 0.8343 |
| 0.9648 | 0.9631 | 0.9637 | 0.9637 | 0.9669 | 0.9648 |
| 0.868 | 0.868 | 0.868 | 0.868 | 0.868 | 0.868 |
| 0.7244 | 0.7244 | 0.7244 | 0.7244 | 0.7244 | 0.7244 |
| 0.7737 | 0.7737 | 0.7737 | 0.7737 | 0.7737 | 0.7737 |
| 0.9448 | 0.9448 | 0.9448 | 0.9448 | 0.9448 | 0.9448 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 0.9062 | 0.9062 | 0.9062 | 0.9062 | 0.9062 | 0.9062 |
| 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 |
| 0.9528 | 0.9478 | 0.9478 | 0.9478 | 0.9509 | 0.9528 |
| 0.7838 | 0.7842 | 0.7842 | 0.7842 | 0.7842 | 0.7838 |
| 0.887 | 0.887 | 0.887 | 0.887 | 0.887 | 0.887 |
| 0.8151 | 0.8145 | 0.8145 | 0.8145 | 0.8149 | 0.8151 |
| Series 1 | Series 2 | Series 3 | Series 4 | Series 5 | Series 6 |

Following table and graph illustrates the change in this parameter and the results observed over MAP

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| MAP |  |  |  |  |  |
|  |  |  |  |  |  |
| No Modification | lamda 0.1 | lamda 0.2 | lamda 0.3 | lamda 0.5 | lamda 0.7 |
|  |  |  |  |  |  |
| 0.4133 | 0.4188 | 0.4188 | 0.4188 | 0.4186 | 0.4133 |
| 0.7027 | 0.7117 | 0.7117 | 0.7102 | 0.7063 | 0.7027 |
| 0.7726 | 0.7962 | 0.8013 | 0.8013 | 0.7866 | 0.7726 |
| 0.5365 | 0.5365 | 0.5365 | 0.5365 | 0.5365 | 0.5365 |
| 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| 0.5661 | 0.5661 | 0.5661 | 0.5661 | 0.5661 | 0.5661 |
| 0.75 | 0.75 | 0.75 | 0.75 | 0.75 | 0.75 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 0.9861 | 0.9861 | 0.9861 | 0.9861 | 0.9861 | 0.9861 |
| 0.795 | 0.764 | 0.764 | 0.764 | 0.7817 | 0.795 |
| 0.2284 | 0.2292 | 0.2292 | 0.2292 | 0.2292 | 0.2284 |
| 0.6811 | 0.6811 | 0.6811 | 0.6811 | 0.6811 | 0.6811 |
| 0.638 | 0.6385 | 0.6389 | 0.6388 | 0.6387 | 0.638 |
| Series 1 | Series 2 | Series 3 | Series 4 | Series 5 | Series 6 |

**Conclusion:** Though tweaking the parameter lambda does not yield a significant improvement for all measures however a lambda value of 0.2 is a good trade of between MAP and nDCG value, hence ideal in this scenario.

The purpose of this report is to analyse query result, query texts, ground truth result and the TREC\_eval result, to gain an intuition of the performance of our IR system. We will be evaluating our system based on various measures, including F0.5, nDCG, MAP etc.

**Improving Vector Space Model:-**

**QUERY EXPANSION:-** Query expansion is the process of reformulating a seed query to improve retrieval performance in information retrieval operations. The goal of query expansion in this regard is by increasing recall, precision can potentially increase (rather than decrease as mathematically equated). We have expanded queries 001, 005 and 012 by translating each one of them to all the three Languages. Thus the recall increases, however there might be some decrease in values of precision. To avoid this we will do Field Boosting to make sure goal of Query expansion is met.

Following tables show the values Before and after Query Expansion:-

|  |  |  |
| --- | --- | --- |
|  | Retrieved Documents  (num\_ret) |  |
|  |  |  |
|  | No Modification | Query Expansion |
|  |  |  |
| Query 001 | 283 | 1034 |
| Query 005 | 340 | 934 |
| Query 012 | 678 | 1395 |

|  |  |  |
| --- | --- | --- |
|  | MAP |  |
|  |  |  |
|  | No Modification | Query Expansion |
|  |  |  |
| Query 001 | 0.4188 | 0.3435 |
| Query 005 | 0.5000 | 0.6943 |
| Query 012 | 0.8140 | 0.5214 |

|  |  |  |
| --- | --- | --- |
|  | ndcg |  |
|  |  |  |
|  | No Modification | Query Expansion |
|  |  |  |
| Query 001 | 0.7648 | 0.7774 |
| Query 005 | 0.7244 | 0.7117 |
| Query 012 | 0.9424 | 0.8836 |

|  |  |  |
| --- | --- | --- |
|  | F\_0.5 |  |
|  |  |  |
|  | No Modification | Query Expansion |
|  |  |  |
| Query 001 | 0.0717 | 0.0297 |
| Query 005 | 0.0088 | 0.0064 |
| Query 012 | 0.0263 | 0.0534 |

|  |  |  |
| --- | --- | --- |
|  | bpref |  |
|  |  |  |
|  | No Modification | Query Expansion |
|  |  |  |
| Query 001 | 0.5575 | 0.7750 |
| Query 005 | 0.7027 | 0.7500 |
| Query 012 | 0.7726 | 0.6686 |

**Boosting the Query based on Different Fields:-** Due to Query expansion the increase in recall affects precision which we do not want. Thus we use Boosting of different fields to achieve Precision. If the original query is in English then we use boosting the field in query in following way:- text\_en^3+text\_de^0.5+text\_ru^2.

If the original query is in Russian then we use boosting the field in query in following way: - text\_en^3+text\_de^0.2+text\_ru^4

If the original query is in German then we use boosting the field in query in following way: - text\_en^2+text\_de^8+text\_ru^0.3

|  |  |  |
| --- | --- | --- |
|  | MAP |  |
|  |  |  |
|  | No Modification | Field Boosting |
|  |  |  |
| Query 001 | 0.4188 | 0.4450 |
| Query 005 | 0.5000 | 0.6553 |
| Query 012 | 0.8140 | 0.8165 |

|  |  |  |
| --- | --- | --- |
|  | ndcg |  |
|  |  |  |
|  | No Modification | Field Boosting |
|  |  |  |
| Query 001 | 0.7648 | 0.8346 |
| Query 005 | 0.7244 | 0.8781 |
| Query 012 | 0.9424 | 0.9536 |

|  |  |  |
| --- | --- | --- |
|  | F\_0.5 |  |
|  |  |  |
|  | No Modification | Field Boosting |
|  |  |  |
| Query 001 | 0.0717 | 0.0287 |
| Query 005 | 0.0088 | 0.0064 |
| Query 012 | 0.0263 | 0.0139 |

|  |  |  |
| --- | --- | --- |
|  | bpref |  |
|  |  |  |
|  | No Modification | Field Boosting |
|  |  |  |
| Query 001 | 0.5575 | 0.5800 |
| Query 005 | 0.7027 | 0.6875 |
| Query 012 | 0.7726 | 0.8343 |
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