# Long short-term memory

<https://en.wikipedia.org/wiki/Long_short-term_memory#History>

# summary

**Long short-term memory** (**LSTM**) is an artificial [recurrent neural network](https://en.wikipedia.org/wiki/Recurrent_neural_network) (RNN) architecture[[1]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-lstm1997-1) used in the field of [deep learning](https://en.wikipedia.org/wiki/Deep_learning). Unlike standard [feedforward neural networks](https://en.wikipedia.org/wiki/Feedforward_neural_network), LSTM has feedback connections. It can not only process single data points (such as images), but also entire sequences of data (such as speech or video). For example, LSTM is applicable to tasks such as unsegmented, connected [handwriting recognition](https://en.wikipedia.org/wiki/Handwriting_recognition),[[2]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-2) [speech recognition](https://en.wikipedia.org/wiki/Speech_recognition)[[3]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-sak2014-3)[[4]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-liwu2015-4) and anomaly detection in network traffic or IDSs (intrusion detection systems).

A common LSTM unit is composed of a **cell**, an **input gate**, an **output gate** and a **forget gate**. The cell remembers values over arbitrary time intervals and the three *gates* regulate the flow of information into and out of the cell.

LSTM networks are well-suited to [classifying](https://en.wikipedia.org/wiki/Classification_in_machine_learning), [processing](https://en.wikipedia.org/wiki/Computer_data_processing) and [making predictions](https://en.wikipedia.org/wiki/Predict) based on [time series](https://en.wikipedia.org/wiki/Time_series) data, since there can be lags of unknown duration between important events in a time series. LSTMs were developed to deal with the [vanishing gradient problem](https://en.wikipedia.org/wiki/Vanishing_gradient_problem) that can be encountered when training traditional RNNs. Relative insensitivity to gap length is an advantage of LSTM over RNNs, [hidden Markov models](https://en.wikipedia.org/wiki/Hidden_Markov_models) and other sequence learning methods in numerous applications.[[*citation needed*](https://en.wikipedia.org/wiki/Wikipedia:Citation_needed)]

The advantage of an LSTM cell compared to a common recurrent unit is its cell memory unit. The cell vector has the ability to encapsulate the notion of forgetting part of its previously stored memory, as well as to add part of the new information. To illustrate this, one has to [inspect the equations](https://theaisummer.com/understanding-lstm/#lstm-long-short-term-memory-cells) of the cell and the way it processes sequences under the hood.

## **History[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=1)**]**

**1995**-**1997:** LSTM was proposed by [Sepp Hochreiter](https://en.wikipedia.org/wiki/Sepp_Hochreiter) and [Jürgen Schmidhuber](https://en.wikipedia.org/wiki/J%C3%BCrgen_Schmidhuber).[[5]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-5)[[6]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-6)[[1]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-lstm1997-1) By introducing Constant Error Carousel (CEC) units, LSTM deals with the [vanishing gradient problem](https://en.wikipedia.org/wiki/Vanishing_gradient_problem). The initial version of LSTM block included cells, input and output gates.[[7]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-ASearchSpaceOdyssey-7)

**1999:** [Felix Gers](https://en.wikipedia.org/wiki/Felix_Gers) and his advisor [Jürgen Schmidhuber](https://en.wikipedia.org/wiki/J%C3%BCrgen_Schmidhuber) and Fred Cummins introduced the forget gate (also called “keep gate”) into LSTM architecture,[[8]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-lstm1999-8) enabling the LSTM to reset its own state.[[7]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-ASearchSpaceOdyssey-7)

**2000:** Gers & Schmidhuber & Cummins added peephole connections (connections from the cell to the gates) into the architecture.[[9]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-lstm2000-9) Additionally, the output activation function was omitted.[[7]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-ASearchSpaceOdyssey-7)

**2009:** An LSTM based model won the [ICDAR](https://en.wikipedia.org/wiki/ICDAR) connected handwriting recognition competition. Three such models were submitted by a team lead by [Alex Graves](https://en.wikipedia.org/wiki/Alex_Graves_(computer_scientist)).[[10]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-10) One was the most accurate model in the competition and another was the fastest.[[11]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-11)

**2013:** LSTM networks were a major component of a network that achieved a record 17.7% [phoneme](https://en.wikipedia.org/wiki/Phoneme) error rate on the classic [TIMIT](https://en.wikipedia.org/wiki/TIMIT) natural speech dataset.[[12]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-12)

**2014:** Kyunghyun Cho et al. put forward a simplified variant called [Gated recurrent unit](https://en.wikipedia.org/wiki/Gated_recurrent_unit) (GRU).[[13]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-13)

**2015:** Google started using an LSTM for speech recognition on Google Voice.[[14]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-Beau15-14)[[15]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-GoogleVoiceSearch-15) According to the official blog post, the new model cut transcription errors by 49%. [[16]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-16)

**2016:** Google started using an LSTM to suggest messages in the Allo conversation app.[[17]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-GoogleAllo-17) In the same year, Google released the [Google Neural Machine Translation](https://en.wikipedia.org/wiki/Google_Neural_Machine_Translation) system for Google Translate which used LSTMs to reduce translation errors by 60%.[[18]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-GoogleTranslate-18)[[19]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-WiredGoogleTranslate-19)[[20]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-20)

Apple announced in its [Worldwide Developers Conference](https://en.wikipedia.org/wiki/Apple_Worldwide_Developers_Conference) that it would start using the LSTM for quicktype[[21]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-AppleQuicktype-21)[[22]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-AppleQuicktype2-22)[[23]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-23) in the iPhone and for Siri.[[24]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-AppleSiri-24)[[25]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-25)

Amazon released [Polly](https://en.wikipedia.org/wiki/Amazon_Polly), which generates the voices behind Alexa, using a bidirectional LSTM for the text-to-speech technology.[[26]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-AmazonAlexa-26)

**2017:** Facebook performed some 4.5 billion automatic translations every day using long short-term memory networks.[[27]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-FacebookTranslate-27)

Researchers from [Michigan State University](https://en.wikipedia.org/wiki/Michigan_State_University), [IBM Research](https://en.wikipedia.org/wiki/IBM_Research), and [Cornell University](https://en.wikipedia.org/wiki/Cornell_University) published a study in the Knowledge Discovery and Data Mining (KDD) conference.[[28]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-28)[[29]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-29)[[30]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-30) Their study describes a novel neural network that performs better on certain data sets than the widely used long short-term memory neural network.

Microsoft reported reaching 94.9% recognition accuracy on the [Switchboard corpus](https://en.wikipedia.org/w/index.php?title=Switchboard_corpus&action=edit&redlink=1), incorporating a vocabulary of 165,000 words. The approach used "dialog session-based long-short-term memory".[[31]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-31)

**2019:** Researchers from the [University of Waterloo](https://en.wikipedia.org/wiki/University_of_Waterloo) proposed a related RNN architecture which represents continuous windows of time. It was derived using the [Legendre polynomials](https://en.wikipedia.org/wiki/Legendre_polynomials) and outperforms the LSTM on some memory-related benchmarks.[[32]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-32)

An LSTM model climbed to third place on the in Large Text Compression Benchmark.[[33]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-33)[[34]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-34)

## **Idea[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=2)**]**

In theory, classic (or "vanilla") [RNNs](https://en.wikipedia.org/wiki/Recurrent_neural_network) can keep track of arbitrary long-term dependencies in the input sequences. The problem with vanilla RNNs is computational (or practical) in nature: when training a vanilla RNN using [back-propagation](https://en.wikipedia.org/wiki/Back-propagation), the gradients which are back-propagated can ["vanish" (that is, they can tend to zero) or "explode" (that is, they can tend to infinity)](https://en.wikipedia.org/wiki/Vanishing_gradient_problem), because of the computations involved in the process, which use [finite-precision numbers](https://en.wikipedia.org/wiki/Round-off_error). RNNs using LSTM units partially solve the [vanishing gradient problem](https://en.wikipedia.org/wiki/Vanishing_gradient_problem), because LSTM units allow gradients to also flow *unchanged*. However, LSTM networks can still suffer from the exploding gradient problem.[[35]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-35)

## **Architecture[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=3)**]**

There are several architectures of LSTM units. A common architecture is composed of a **cell** (the memory part of the LSTM unit) and three "regulators", usually called gates, of the flow of information inside the LSTM unit: an **input gate**, an **output gate** and a **forget gate**. Some variations of the LSTM unit do not have one or more of these gates or maybe have other gates. For example, [gated recurrent units](https://en.wikipedia.org/wiki/Gated_recurrent_unit) (GRUs) do not have an output gate.

Intuitively, the *cell* is responsible for keeping track of the dependencies between the elements in the input sequence. The *input gate* controls the extent to which a new value flows into the cell, the *forget gate* controls the extent to which a value remains in the cell and the *output gate* controls the extent to which the value in the cell is used to compute the output activation of the LSTM unit. The activation function of the LSTM *gates* is often the [logistic sigmoid function](https://en.wikipedia.org/wiki/Logistic_sigmoid_function).

There are connections into and out of the LSTM *gates*, a few of which are recurrent. The weights of these connections, which need to be learned during [training](https://en.wikipedia.org/wiki/Supervised_learning), determine how the gates operate.

## **#others**

## **Training[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=10)**]**

A RNN using LSTM units can be trained in a supervised fashion, on a set of training sequences, using an optimization algorithm, like [gradient descent](https://en.wikipedia.org/wiki/Gradient_descent), combined with [backpropagation through time](https://en.wikipedia.org/wiki/Backpropagation_through_time) to compute the gradients needed during the optimization process, in order to change each weight of the LSTM network in proportion to the derivative of the error (at the output layer of the LSTM network) with respect to corresponding weight.

A problem with using [gradient descent](https://en.wikipedia.org/wiki/Gradient_descent) for standard RNNs is that error gradients [vanish](https://en.wikipedia.org/wiki/Vanishing_gradient_problem) exponentially quickly with the size of the time lag between important events. This is due to {\displaystyle \lim \_{n\to \infty }W^{n}=0} if the [spectral radius](https://en.wikipedia.org/wiki/Spectral_radius) of {\displaystyle W} is smaller than 1.[[40]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-40)[[41]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-gradf-41)

However, with LSTM units, when error values are back-propagated from the output layer, the error remains in the LSTM unit's cell. This "error carousel" continuously feeds error back to each of the LSTM unit's gates, until they learn to cut off the value.

### CTC score function**[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=11)**]**

Many applications use stacks of LSTM RNNs[[42]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-fernandez2007-42) and train them by [connectionist temporal classification (CTC)](https://en.wikipedia.org/wiki/Connectionist_temporal_classification_(CTC))[[43]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-graves2006-43) to find an RNN weight matrix that maximizes the probability of the label sequences in a training set, given the corresponding input sequences. CTC achieves both alignment and recognition.

### Alternatives**[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=12)**]**

Sometimes, it can be advantageous to train (parts of) an LSTM by [neuroevolution](https://en.wikipedia.org/wiki/Neuroevolution)[[44]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-wierstra2005-44) or by policy gradient methods, especially when there is no "teacher" (that is, training labels).

#### Success[[edit](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=13)]

There have been several successful stories of training, in a non-supervised fashion, RNNs with LSTM units.

In 2018, [Bill Gates](https://en.wikipedia.org/wiki/Bill_Gates) called it a “huge milestone in advancing artificial intelligence” when bots developed by [OpenAI](https://en.wikipedia.org/wiki/OpenAI) were able to beat humans in the game of Dota 2.[[45]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-OpenAIfive-45) OpenAI Five consists of five independent but coordinated neural networks. Each network is trained by a policy gradient method without supervising teacher and contains a single-layer, 1024-unit Long-Short-Term-Memory that sees the current game state and emits actions through several possible action heads.[[45]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-OpenAIfive-45)

In 2018, [OpenAI](https://en.wikipedia.org/wiki/OpenAI) also trained a similar LSTM by policy gradients to control a human-like robot hand that manipulates physical objects with unprecedented dexterity.[[46]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-OpenAIhand-46)

In 2019, [DeepMind](https://en.wikipedia.org/wiki/DeepMind)'s program AlphaStar used a deep LSTM core to excel at the complex video game [Starcraft II](https://en.wikipedia.org/wiki/Starcraft_II).[[47]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-alphastar-47) This was viewed as significant progress towards Artificial General Intelligence.[[47]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-alphastar-47)

## **Applications[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=14)**]**

Applications of LSTM include:

* [Robot control](https://en.wikipedia.org/wiki/Robot_control)[[48]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-48)
* [Time series prediction](https://en.wikipedia.org/wiki/Time_series_prediction)[[44]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-wierstra2005-44)
* [Speech recognition](https://en.wikipedia.org/wiki/Speech_recognition)[[49]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-49)[[50]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-50)[[51]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-ReferenceA-51)
* Rhythm learning[[37]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-peephole2002-37)
* Music composition[[52]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-52)
* Grammar learning[[53]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-53)[[36]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-peepholeLSTM-36)[[54]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-54)
* [Handwriting recognition](https://en.wikipedia.org/wiki/Handwriting_recognition)[[55]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-55)[[56]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-56)
* Human action recognition[[57]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-57)
* [Sign language translation](https://en.wikipedia.org/wiki/Sign_language)[[58]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-58)
* Protein homology detection[[59]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-59)
* Predicting subcellular localization of proteins[[60]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-60)
* Time series anomaly detection[[61]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-61)
* Several prediction tasks in the area of business process management[[62]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-62)
* Prediction in medical care pathways[[63]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-63)
* [Semantic parsing](https://en.wikipedia.org/wiki/Semantic_parsing)[[64]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-64)
* [Object co-segmentation](https://en.wikipedia.org/wiki/Object_co-segmentation)[[65]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-Wang_Duan_Zhang_Niu_p=1657-65)[[66]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-Duan_Wang_Zhai_Zheng_2018_p.-66)
* Airport passenger management[[67]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-67)
* Short-term [traffic forecast](https://en.wikipedia.org/wiki/Traffic_forecast)[[68]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-68)
* [Drug design](https://en.wikipedia.org/wiki/Drug_design)[[69]](https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-pmid29095571-69)

## **See also[**[**edit**](https://en.wikipedia.org/w/index.php?title=Long_short-term_memory&action=edit&section=15)**]**

* [Recurrent neural network](https://en.wikipedia.org/wiki/Recurrent_neural_network)
* [Deep learning](https://en.wikipedia.org/wiki/Deep_learning)
* [Gated recurrent unit](https://en.wikipedia.org/wiki/Gated_recurrent_unit)
* [Differentiable neural computer](https://en.wikipedia.org/wiki/Differentiable_neural_computer)
* [Long-term potentiation](https://en.wikipedia.org/wiki/Long-term_potentiation)
* [Prefrontal cortex basal ganglia working memory](https://en.wikipedia.org/wiki/Prefrontal_cortex_basal_ganglia_working_memory)
* [Time series](https://en.wikipedia.org/wiki/Time_series)
* [Seq2seq](https://en.wikipedia.org/wiki/Seq2seq)
* [Highway network](https://en.wikipedia.org/wiki/Highway_network)
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