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**第1章** **引** **言**

## 1.1 研究背景和意义

随着信息产业技术的发展，各类计算机和移动终端的使用越来越普遍，而网络应用是其中最主要的应用。所以，当今社会人们对于网络信息的交流依赖度越来越高，带动了信息数量的增加和传播速度的上升。但与此同时，我们也不得不为此感到担忧，因为伴随着网络的扩张和信息量的增多，必将使网络基础设施负载更高的压力，影响网络性能的稳定性，这些都将会给人们在网络管理、分析和安全方面带来不小的挑战。

因此，网络提供者与相关的管理用户迫切希望能够在不影响网络性能和可靠性的前提下，通过对流量的收集和分析，更好的监测和控制网络。然而，网络流量的捕捉和分析却是个非常复杂的流程，当中涉及到流量的提取、分类和优先等级的分配，然后还要分发至网络管理、分析和安全等有关的工具。长久以来，传统的网络流量分析方法一直是通过大规模添加工具与系统，变更以太网[交换机](http://www.vsharing.com/module/27720.html)的用途，借助镜像端口复制流量，以及通过网络TAP（分路器）分拆流量。对各种用户来说，一个创新的流量可视化方案是他们亟需渴望的。因为这将为企业用户的IT部门和多种监测分析工具带来智能化的可视性，集中监控、简化运作，优[化工](http://www.vsharing.com/industry/1617.html" \t "_blank)具性能，节约成本等实质性的好处。

## 1.2 研究历史和现状

### 1.2.1 发展历史

虚拟化技术在 20 世纪 60 年代首次开发，当时是为了对大型机硬件进行分区以提高硬件利用率。30 多年前，IBM 率先实施虚拟化，作为对大型机进行逻辑分区以形成若干独立虚拟机的一种方式。这些分区允许大型机进行“多任务处理”：同时运行多个应用程序和进程。由于当时大型机是十分昂贵的资源，因此设计了虚拟化技术来进行分区，作为一种充分利用投资的方式。在 20 世纪 80 年代和 90 年代，由于客户端-服务器应用程序以及价格低廉的x86 服务器和台式机成就了分布式计算技术，虚拟化实际上已被人们弃用。20 世纪 90 年代 Windows 的广泛使用以及 Linux 作为服务器操作系统的出现奠定了 x86 服务器的行业标准地位。x86 服务器和桌面部署的增长带来了新的 IT 基础架构和运作难题：基础架构利用率低；物理基础架构成本日益攀升；IT 管理成本不断攀升；故障切换和灾难保护不足；最终用户桌面的维护成本高昂。

1999 年，VMware 推出了针对 x86 系统的虚拟化技术，旨在解决上述很多难题，并将 x86 系统转变成通用的共享硬件基础架构，以便使应用程序环境在完全隔离、移动性和操作系统方面有选择的空间。x86 计算机与大型机不同，它在设计上不支持全面虚拟化，因此必须克服难以解决的难题才能在 x86 计算机上开发出虚拟机。在大型机和 PC 中，大多数 CPU 的基本功能都是执行一系列存储的指令（即软件程序）。x86 处理器中有 17 条特定指令在虚拟化时会产生问题，从而导致操作系统显示警告、终止应用程序或直接完全崩溃。因此，这 17 条指令是在 x86 计算机上首次实现虚拟化时的严重障碍。为应对 x86 体系结构中会产生问题的这些指令，VMware开发了一种自适应虚拟化技术。在生成这些指令时此技术会将它们“困住”，然后将它们转换成可以虚拟化的安全指令，同时允许所有其他指令不受干扰地执行。这样就产生了一种与主机硬件匹配并保持软件完全兼容性的高性能[虚拟机](http://www.vmware.com/cn/technology/virtual-machine.html" \t "_blank)。

在VMware逐渐在企业级市场中被广泛的接受后，Xen也逐渐在互联网领域崭露头角。在成熟的服务器操作系统当中，Novell SUSE Linux Enterprise 10是第一个采用Xen技术的。当时的Xen还很不成熟，但是在2006年，RHEL 5.0发布的时候，红帽公司决定也将Xen加入到自己的默认特性当中，一时之间，在Linux服务器领域，Xen似乎成为了VMware之外的最佳虚拟化选择。但是，作为一项Linux平台上的虚拟化技术，Xen在很长一段时间内一直没有被接受到Linux内核的代码当中，这对于Xen的维护者而言，不仅意味着要多做很多工作，还意味着用户在废了半天劲装好Xen之后可能遇到意想不到的问题。

2008年9月，红帽收购了一家名叫Qumranet的以色列小公司，由此入手了一个叫做KVM的虚拟化技术（KVM，全称Kernel-based Virtual Machine，意为基于内核的虚拟机）。

2010年，IBM系统软件部市场与销售副总裁，同时也是开放虚拟化联盟委员会成员之一的Inna Kuznetsova公开表示：KVM已经对数据中心做好了准备。

为了进一步降低桌面虚拟化的投入成本，Citrix在2011年5月发布了IntelliCache技术。在过去，VDI项目都是使用共享存储，服务器的本地存储设备被闲置，是一个不小的浪费，IntelliCache技术可以把虚拟机的主镜像文件传送到服务器的硬盘上，使虚拟机对存储的读写由原来的共享存储，转向对服务器本地存储设备的读写，既节省了共享存储的投入成本，又有效利用了现有的投资，是一个双赢的结果。

在虚拟化技术大规模应用于生产之后，随着科学技术的不断发展,计算机网络技术的应用也日益普及.在目前的计算机网络安全工作中,虚拟网络技术是比较重要的一类,并且在很多方面都发挥了较大的积极作用。从成本、占地空间、硬件资源管理等各个方面来看，虚拟网络技术的应用是必然的路径。考虑到今后的计算机网络拥有较大的空间,在应用虚拟网络技术的过程中,需考虑不同的环境和应用标准,以此来实现计算机网络安全的巩固。

然而，在使用方便的同时，软件资源管理的问题也日益突出。

### 1.2.2 研究现状

目前数据可视化的研究主要偏向于统计数据的展示呈现，往往通过新的理念模式或者算法对海量的信息数据进行处理与计算得到统计学结果或者计算出二维乃至多维的数据相关性，再通过图表的形式展现出来。这种可视化技术，注重的是对大数据的分析，注重的是结果，而且可视化技术在该研究中往往属于非主要部分，即展现统计结果。

### 1.2.3 总结分析

目前的可视化技术主要存在三个问题：展示界面不够友好，由于常规的可视化技术更注重根据数据和算法所获得的计算结果的准确性，所以计算结果通常在命令行中用块儿状或者折线状视图展示，展示工作不够美观；实时性不够高，将可视化技术应用在流量分析工作中，对展示结果往往有着较高的实时性要求，传统的计算方法要花费较长的时间进行离线计算；占用过多的系统资源，传统的可视化技术在计算过程中，一方面由于要读取大量的数据，所以有较多的磁盘I/O，占用时间，占用内存，妨碍其他程序在服务器上高校运行，另一方面，由于算法大多为计算密集型程序，所以同样会占用较多的CPU资源，耗电，耗费计算节点的计算资源。

本文研究的虚拟网络流量可视化技术，在由于采用了新的通信协议，降低了服务器资源的损耗；采用消息队列的机制，保障了系统的实时性；使用开源的前端美化框架，使监控结果看起来更加清楚，更加美观。

## 1.3 研究内容和结构安排

### 1.3.1 研究内容

本问介绍了一套高性能、高可靠、高可扩展的虚拟网络流量监控系统。系统分为三个模块，分别为：虚拟网络流量监听及流量处理模块；系统通信服务器模块儿；流量数据可视化展示模块。

其中，虚拟网络流量监听及流量处理模块和系统通信服务器模块的设计架构为C/S架构；流量数据可视化展示模块和系统通信服务器模块的设计架构为B/S架构。两端的S部分为集成的系统通信服务器程序，便于程序的监控管理和后期的功能扩展以及个性化功能的定制。论文的主要研究内容包括以下几个方面：

1. 介绍虚拟网络流量监听常用技术与具体实现的方法，并根据监听到的流量数据提取对应参数，为后期研究提供数据储备和为线上部署做好准备；
2. 介绍Web应用中消息队列的原理与实现方法。使用Redis数据库作为数据存储仓库和消息队列实现的软件基础；从消费者和生产者模型入手，详细介Redis的消息的发布/订阅（Pub/Sub）模式，讲述二者的区别，以及使用Pub/Sub的原因；
3. 介绍Web程序的B/S架构设计模式中客户端与服务端的全双工通信方式即采用WebSocket协议，WebSocket是区别于HTTP的应用层协议；本文详细介绍了基于Tornado框架的WebSocket协议的代码实现过程，并且将消息队列应用于双工通信中；
4. 介绍MVC设计模式的原理，总结MVC设计模式的优点，研究使用Tornado框架来提高系统的稳定性的方法，并研究其在对应开发框架的变化和应用；
5. 简述html5的基本使用，介绍Echart开源服务框架的使用方法，以及个性化定制技术；
6. 基于以上技术实现的网络流量可视化系统的开发过程和其他相关技术的介绍；
7. 将网络流量可视化系统布置在虚拟网络环境下的自动化程序。

### 1.3.2 结构安排

论文共分为5章。第1章是引言部分，主要对虚拟化网络流量可视化技术的研究背景、研究意义做简单介绍；回顾虚拟化技术的发展历史，介绍虚拟化网络中流量可视化技术的研究现状，同时对国内外研究的现状作简要分析。第2章论述理论基础和相关的技术，包括虚拟化网络组建、虚拟化网络流量的监听技术、使用Redis数据库实现的消息队列、WebSocket协议的原理与使用方法、Tornado服务框架的原理与使用、Echart服务框架的使用与个性化定制等。第3章阐述了虚拟化网络流量可视化系统的总体设计的技术路线和设计原则，分析了目标与功能需求，详细描述了流量监听模块、通信服务器模块和数据可视化展示模块的技术架构选取原则与方法。第4章具体展示了虚拟网络流量可视化系统的各个模块的实现细节，并介绍了系统的测试方法，提供了一部分测试所得数据及结果分析。第5章为全文做了总结，并介绍了下一步的工作展望。

**第2章** **涉及的理论与技术基础**

## 2.1 引言
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**第3章** **涉及的理论与技术基础**

## 2.1 引言
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## 2.1 引言
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**第5章** **涉及的理论与技术基础**

## 2.1 引言

### 2.1.1 发展历史