# 摘 要

本文介绍了推荐系统领域的概况，并描述了现在通常使用的三大推荐方法：基于内容的，协同过滤和混合推荐算法。本文还介绍了目前的推荐算法的各种限制，并讨论可能的扩展来改善推荐的能力和使推荐系统有更广泛的应用。这些扩展包括，除其他外，一种改善用户和物品的理解，合并上下文信息纳入推荐过程，支持多标准评级，并提供更灵活和更少的侵入型推荐。
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# 第一章 介绍

推荐系统已经成为一个重要的研究领域自从第一篇关于协同过滤的论文在1990年费中期出现。已经做了很多工作在工学和学术界上在过去的10年发展中。对这个领域的兴趣仍然高居不下，因为它包含富问题研究领域，大量的实际应用解决信息过载的问题和提供个性化推荐，内容和服务。比如推荐图书，CDs和其他的产品在亚马逊上。在MovieLens上推荐电影，和在VERSIFI Technologies上推荐新闻（以前的AdaptiveInfo.com）。此外，一些厂商已经将推荐系统整合到他们的商业服务上。

然而,尽管所有的这些进步,目前的推荐系统仍然需要进一步改善，使得推荐方法更有效和适用于一个更广泛的实际生活应用,包括推荐假期,对投资者的特定类型的金融服务和推荐在商店产品通过一个“智能”的购物车。这些改进包括更好的方法来表现用户行为和信息对于推荐的物品，更多高级的推荐模型方法，在推荐过程中整合上下文，利用多标准评级，发展少侵入但是更灵活的依赖测试更有效的推荐系统。

在本文中，我们描述了各种方式来扩展推荐系统的功能。但是，在做这之前，我们首先提出一个关于艺术状态的全面调查在第二部分。然后，我们识别现在的推荐方法的不同限制和讨论一些初始的做法老扩展它们的能力在第三部分。

# 第二章 推荐系统调查

尽管推荐系统的根源可以追溯到广泛认知科学，近似理论，信息检索，预测理论，并和管理科学、消费者选择模型有关，推荐系统成为一个独立的研究领域在1990年代中期，当研究人员开始关注推荐系统的问题，就是依赖于评级结构。在大多数系统里，推荐系统的问题是减少没被用户看见的物品的评估问题。直观地，这个评估基于用户给的评级和其他的正式的描述信息。一旦我们可以评估这些未评级的物品，我们可以推荐给用户更高评级的物品。

更正式地，这推荐系统问题可以归纳如下：C代表用户集合，S代表所有可能推荐的物品集合，比如书籍，电影，或者饭店。这个S集合的可能物品会非常大，成百上千甚至数百万个物品在一些应用程序里，比如推荐的书籍或者CD。类似地，用户的集合也非常大——数百万在一些案例里。u是一个效用函数，用来测量物品s对用户c的有效性。比如：![](data:image/x-wmf;base64,183GmgAAAAAAAGAIwAEBCQAAAACwVwEACQAAA6YBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAICwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gCAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgATYBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd1ILZgEEAAAALQEAAAkAAAAyCgAAAAABAAAAOnkAAwUAAAAUAmABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUP3eAAUN3UgtmAQQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHVDU1KkAUwCDAMAAwUAAAAUAmABEAMcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd1QLCokAnCwA4NcYANiUP3eAAUN3UgtmAQQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAALSuQAIAA5oAAAAmBg8AKQFBcHBzTUZDQwEAAgEAAAIBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN1AAIAgjoAAgCDQwACBIbXALQCAINTAAIEhpIhrgIAg1IAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAVILZgEAAAoALgCKAQAAAAABAAAAFOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，R是一个已排好序的集合(比如：在一定范围内的非负整数或者实数)。然后，对于每一个用户![](data:image/x-wmf;base64,183GmgAAAAAAAKADwAEBCQAAAABwXAEACQAAA2UBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd30NZqMEAAAALQEAAAoAAAAyCgAAAAACAAAAY0MWAgADBQAAABQCYAESARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3FAwKM8CdLADg1xgA2JQ/d4ABQ3d9DWajBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAzkMAA48AAAAmBg8AFAFBcHBzTUZDQwEA7QAAAO0AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINjAAIEhggizgIAg0MAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCjfQ1mowAACgAuAIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，我们想选择一个![](data:image/x-wmf;base64,183GmgAAAAAAAMADAAIBCQAAAADQXwEACQAAA6ABAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAsADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAwAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0AOgAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd8YRZnsEAAAALQEAAAkAAAAyCgAAAAABAAAAJ3m8AQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUP3eAAUN3xhFmewQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHNTagIAAwUAAAAUAqABYAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd2wSCjUAniwA4NcYANiUP3eAAUN3xhFmewQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAM5TAAOYAAAAJgYPACYBQXBwc01GQ0MBAP8AAAD/AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDcwADABwAAAsBAQEAAgCCJwAAAAoCBIYIIs4CAINTAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ae8YRZnsAAAoALgCKAQAAAAABAAAAFOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，使得用户效用更大。更正式：

![](data:image/x-wmf;base64,183GmgAAAAAAAMAQ4AIACQAAAAAxTAEACQAAA8ECAAACANoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAsAQCwAAACYGDwAMAE1hdGhUeXBlAACgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AEAAAlQIAAAUAAAAJAgAAAAIFAAAAFAL0AKQFHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd3YKZicEAAAALQEAAAkAAAAyCgAAAAABAAAAJ3m8AQUAAAAUAqABZgQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUP3eAAUN3dgpmJwQAAAAtAQEABAAAAPABAAAWAAAAMgoAAAAACgAAACxhcmdtYXgoLCl7A6gAfgD8ACYBqADIATIBOAEAAwUAAAAUAgMC1AUcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUP3eAAUN3dgpmJwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGN5vAEFAAAAFAKEAp0KHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd3YKZicEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABzU+gAvAEFAAAAFAKgATwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlD93gAFDd3YKZicEAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAABjQ3N1Y3MWAqoBywdWAUQBAAMFAAAAFAKEAu0KHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHcuCwpjAJ4sAODXGADYlD93gAFDd3YKZicEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAADOU7wBBQAAABQCoAEuABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB37ggKF+CdLADg1xgA2JQ/d4ABQ3d2CmYnBAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAIs49Y+wBoQQAA9oAAAAmBg8AqgFBcHBzTUZDQwEAgwEAAIMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIYAIiICAINjAAIEhggizgIAg0MAAgCCLAACAINzAAMAHAAACwEBAQACAIInAAAACgMAGwAACwEAAgCDYwAAAQEACgIEhj0APQICgmEAAgCCcgACAIJnAAMAFxAAAQACAoJtAAIAgmEAAgCCeAAACwEAAgCDcwACBIYIIs4CAINTAAABAQAKAgCDdQACAIIoAAIAg2MAAgCCLAACAINzAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAndgpmJwAACgAuAIoBAAAAAAEAAAAU4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

在推荐系统里，物品的效用通常被评分所代替，表明了一个特定的用户对特定物品的喜爱程度。比如：约翰·多伊给个电影“哈利波特”评7分（总分10分）。然而，正如前面所说，通常效用函数可以是任意函数，包括利润函数。根据不同的应用程序，效用u可有用户指定,这样通常就是用户评分。或者通过程序计算，通过一个基于利润的效用函数。

每个在集合C里面的用户元素可以根据不同的用户特征来定义属性，比如年龄，性别，收入，婚姻状况等。在简单的案例里，这个属性集合可以只包含一个单一（唯一）的元素，比如用户id。类似的，每个在物品集合S里的元素也可以被定义一个特征集合。比如，在一个电影推荐系统里，每个电影不只是它的ID，还有它的名字，类型，导演，发布年份，主要演员等。

推荐系统的核心问题在于效用u通常不是在整个![](data:image/x-wmf;base64,183GmgAAAAAAAKADwAEBCQAAAABwXAEACQAAA2UBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFp2gAFedugKZhIEAAAALQEAAAoAAAAyCgAAAAACAAAAQ1NMAgADBQAAABQCYAFsARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB24woKQXjLcQDg1xgA2JRadoABXnboCmYSBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAtFMAA48AAAAmBg8AFAFBcHBzTUZDQwEA7QAAAO0AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINDAAIEhtcAtAIAg1MAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAS6ApmEgAACgAuAIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)空间上，而是仅仅在它的一些子集里。在推荐系统中，效用通常由评分确定，而初始化仅由之前的用户评分确定。比如，在电影推荐系统里（比如MovieLens.org），一些电影的用户初始评分能看见。在表1里，

表1 电影推荐系统的评分矩阵

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| c | K-PAX | Life of Brian | Memento | Notorious |
| Alice | 4 | 3 | 2 | 4 |
| Bob |  | 4 | 5 | 5 |
| Cindy | 2 | 2 | 4 |  |
| David | 3 | c | 5 | 2 |

是一个对电影的用户-物品评分矩阵，评分范围1~5.符号"![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHaADwo/+MtxAODXGADYlFp2gAFedqwJZsYEAAAALQEAAAkAAAAyCgAAAAABAAAAxnkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIYFIsYAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACsCWbGAAAKAC4AigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)"表示用户没有给相应的电影评分。所以，推荐引擎能够评估（预测）没有评分的电影/用户和提出问题建议根据这些预测。

从已知评分到未知评分的推荐通常由以下几步:1)指定启发式：定义了效用函数和经验验证其性能。2）评估效用函数来优化性能标准，比如均方误差。

一旦未评分被评估，实际的物品推荐对用户就从最高的评分里面选择。根据（1）。另外，我可以推荐最好的N个给用户或者一些用户个物品。

对没有评分的物品进行新的评分有很多种方式，比如机器学习，近似理论，各种启发。推荐系统通常根据它们对评分的处理来分类，在下一节，我们将这样的分类,提出了在文学和将提供不同类型的推荐系统的调查。被普遍接受的推荐问题首次在【45】，【86】，【97】和这个问题已经被广泛研究。此外,根据推荐系统的原理，推荐系统通常分为以下几类：

* 基于内容的推荐：用户将会被推荐他过去喜欢的类似物品;
* 协同过滤推荐：用户将会被推荐商品其他相似用户在过去喜欢的东西;
* 组合推荐：这种方式结合协同过滤推荐和基于内容的推荐。

推荐系统除了预测一些物品的评分，还会推荐给用户他们未曾见过的物品（如以上所讨论），已经在基于偏好的过滤上做了一些工作，比如预测用户的相关偏好[22]，[35]，[51]，[52]。比如，在一个电影推荐程序里，基于偏好的过滤推荐技术会侧重于预测电影正确的相关顺序，而不是它们的评分。然而，本论文主要侧重于评分的推荐，因为它是现在推荐系统里最流行的推荐方式。

## 2.1 基于内容的推荐
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基于内容的推荐算法源于信息检索[7],[89]和信息过滤研究[10]。因为信息检索的进步和重大成就，过滤社区，几个基于文本的重要程序的重要性，许多现在的推荐系统侧重于推荐基于文本的物品推荐，比如文档，网站站点(URLs),和新闻消息。传统信息检索的改善来自包含用户品味，喜好，需要的特征属性。这属性信息可以直接从用户得出，比如，通过问卷调查或者暗中从他们一直的事物行为得出。

正式地，让内容(s)成为一个物品特征属性，比如，一个关于物品s的属性描述集合s。它通常是一些特征集合从物品，然后被用于决定适当的物品推荐。正如前面所提到的，基于内容的推荐系统大多数被设计为基于文本的物品推荐，在这些系统里，内容通常被描述为关键字。比如，一个基于内容的推荐网页给用户的Fab系统，把网页描述成100个最重要的关键字。相似地，这Syskill和Webert系统用128个最具信息的词语来代表文档。在文档dj里面“最重要的”(或者“最具信息的”)词语kj取决于一些权重算法可以通过一些不同的方式来确定Wij。

一种总所周知的在信息检索里测量单词权重的方式就是术语频率/频率逆文档频率(TF-IDF)，测量方式定义如下：假设推荐给用户的文档的词的总数是N，关键词k\_j出现n\_i词，同时，假设fij是关键词ki在文档dj出现的次数。然后,TFi;j,频率(或归一化频率)文档关键字ki的dj,被定义为
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最大的计算在于所有关键词kz在文档里的频率fz。然而,关键词出现在许多文档不是有用于区分相关和不相关的文档。因此,逆文档频率(IDF)的测量经常结合使用简单的词频率(TF)。逆文档频率字ki通常定义为:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAIQAQBCQAAAAAwUgEACQAAA60CAAAEALYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABGAICwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gCAAA+AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACrwYFAAAAEwIAAhEIBQAAAAkCAAAAAgUAAAAUAmAChwQcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUWnaAAV52UAZmvQQAAAAtAQEADAAAADIKAAAAAAMAAABsb2ciZgDAAAADBQAAABQCwwKdAhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JRadoABXnZQBma9BAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAu8DhwccAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUWnaAAV52UAZmvQQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAGl5vAEFAAAAFAJuAdkGHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFp2gAFedlAGZr0EAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABOeQADBQAAABQCYAJGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JRadoABXnZQBma9BAAAAC0BAQAEAAAA8AECAAwAAAAyCgAAAAADAAAASURGjH4AFAEAAwUAAAAUAowD1QYcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUWnaAAV52UAZmvQQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAG55AAMFAAAAFAJgAmEDHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHYmCgomuMxxAODXGADYlFp2gAFedlAGZr0EAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAAA9eQADtgAAACYGDwBhAUFwcHNNRkNDAQA6AQAAOgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0kAAgCDRAACAINGAAMAGwAACwEAAgCDaQAAAQEACgIEhj0APQICgmwAAgCCbwACAIJnAAMACwAAAQACAINOAAABAAIAg24AAwAbAAALAQACAINpAAABAQAAAAAAAgoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABQBma9AAAKAC4AigEAAAAA/////xTiGAAEAAAALQEDAAQAAADwAQEAAwAAAAAA)

然后，关键字ki在文档中的TF-IDF权重通常定义为
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在基于内容的系统中,效用函数u(c,s)通常被定义为:
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使用上述提到的信息摘要范例来推荐网页,网站网址,或新闻消息,用户c的ContentBasedProfileðcÞ和文档s的Content(s)可以表示成TF-IDF的关键字权重向量wc和ws。此外,效用函数u(c,s)通常代表一些得分启发式信息检索文献中定义的向量wc和ws,比如余弦相似性度量[7],[89]:
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K表示在系统中关键字的总个数。

例如,如果用户c读许多关于生物信息学主题的在线文章,然后基于内容的推荐系统将能够向用户c推荐其他生物学信息的文章。这是因为这些文章比其他文章的主题将有更多生物信息学关联条件(如“基因组”,“排序”、“蛋白质组学”),因此,ContentBasedProfile(c),被向量wc所定义,将表示这些高权重的物品ki。因此,推荐系统使用余弦相似或相似的算法将分配更高的效用u(c,s)在ws给那些有很高生物信息学权重的文章s在和更低的效用值在生物信息学方面权重小得。

除了传统的基于信息检索方法的启发式,其他基于内容的推荐方法也被使用,如贝叶斯分类器[70],[77]和各种机器学习技术,包括聚类、决策树、人工神经网络[77]。这些技术不同于信息摘要的方法,因为它们计算效用预测不是基于启发式的公式,如余弦相似性度量,而是基于从底层数据模型使用统计和机器学习技术。例如,基于一组为“相关”或“无关紧要”的Web页面[77]，使用朴素贝叶斯分类器[31]对未分级的网页进行分类。更具体地说,朴素贝叶斯分类器是用来估计页面pj属于某个被给了一组关键词k1j,k2j...,knj的类Ci(如相关或不相关)的概率:
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此外,[77]假设是关键字是独立的,因此,上面的概率对于下面的公式成正比
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而关键词独立性假设并不一定适用于许多应用程序中,实验结果证明näıve贝叶斯分类器仍然产生高精度的分类[77]。此外,Pðkx;jjCiÞ和PðCiÞ可以从基础训练数据进行估计。因此,对于每个页面pj,概率PðCi jk1;j &。kn;jÞ计算为每个类Ci和页面pj分配给拥有最高概率的类Ci[77]。

虽然没有明确处理提供推荐，检索社区贡献了几个技术被用于基于内容的推荐系统。这种技术的一个例子将是研究自适应过滤[101],[112],其重点是变得越来越准确识别相关文件通过逐步观察连续文档中的一个一个文件流。另一个例子是阈值设置[84],[111],其重点是确定文件的匹配程度与查询相关用户。其他文本检索方法[50],可以在文本检索会议(TREC)(http://trec.nist.gov)发现。

观察[8],[97],基于内容的推荐系统有一些局限性,在本节的其余部分描述。

### 2.1.1 内容限制分析

基于内容的的限制在于这些系统推荐对象与特征明确相关。因此,为了有足够的特征,内容必须要么是在表单里可由计算机自动解析(如文本)或手动分配物品特性。而信息检索技术适用于从文本文档中提取特征,一些其他领域有自动特征提取的内在问题。例如,自动特征提取方法很难应用于多媒体数据,如图形图像、音频流和视频流。此外,由于资源的限制。它通常是不实际的手动分配属性[97]。

另一个限制内容分析是,如果两个不同的物品呈现相同的特征,它们是没有区别的。因此,由于基于文本的文件通常是由它们最重要的关键词,基于内容的系统之间不能区分这一篇写的好的文章和写得很糟糕的文章,如果他们使用相同的术语[97]。

### 2.1.2 过于专门化

当系统只能推荐根据用户资料取得高分的物品,用户仅限于被推荐类似之前已经评分的物品。例如,一个人没有希腊菜经验与不会收到城里最大的希腊餐厅的推荐。这个问题,在其他领域也被研究过,通常是通过引入一些随机处理。例如,使用遗传算法提出了一种可能的解决方案是上下文中信息过滤[98]。此外,过度专门化的问题不仅是基于内容的系统不能推荐任何用户之前没见过的物品。在某些情况下,与用户之前见过的太类似物品也不应该推荐给用户,比如不同的新闻文章描述相同的事件。因此,一些基于内容的推荐系统,如日报[13],过滤掉不同的从用户的偏好的新闻,而且用户见过太相似的物品也不该推荐给用户。此外,Zhanget al。[112]提供一组五个冗余措施来评估被认为是相关的文档是否包含一些新奇的信息。总之,建议的多样性往往是推荐系统需要的功能。理想情况下,用户应该提前设置一个范围的选项,而不是一组均匀的替代选项。例如,向用户推荐所有伍迪·艾伦的电影而用户只喜欢其中之一是没有必要的。

### 2.1.3 新用户问题

用户已经对足够物品评分后，基于内容的推荐系统才可以真正了解用户的喜好和给的用户提供可靠的推荐。因此,一个新的用户,很少评分后,将无法获得准确的建议。

## 2.2 协同过滤算法

与基于内容的推荐方法不同,协同推荐系统(或协同过滤系统)试图为特定用户预测物品的效用基于被其他用户评分的物品。更正式,物品s对于用户c的效用值u(c,s)被估计基于那些分配给物品s被那些“相似”的相似用户c(C)的效用值。例如,在电影推荐应用程序中,为了向用户推荐电影c,协同推荐系统试图找到用户c的“共同爱好者”,即电影中,其他用户也有类似的品味(给相同的电影评分相同)。然后,给用户c推荐他的“共同爱好者”最喜欢的电影。

有很多在学术界与产业界发展的协同过滤系统。可以说,格兰迪系统[87]是第一个推荐系统,提出使用原型作为一种机制来基于对每个信息量有限用户构建用户模型。使用原型,格兰迪系统将构建个人用户模型和每个用户使用它们来推荐相关书籍。后来,Tapestry系统依赖于每个用户人工识别志同道合的用户[38]。GroupLens[53],[86],视频推荐系统[45],林格[97]是第一个使用协同过滤算法的系统来自动预测。其他协同推荐系统的例子包括这本从亚马逊的书，这个PHOAKS系统,帮助人们在万维网[103]找到相关信息,和杰斯特系统推荐笑话[39]。

根据[15]，协同过滤算法可以大体上分为两类:基于记忆的推荐算法(或启发式推荐算法)和基于模型推荐算法。

启发式推荐算法[15],[27],[72],[86],[97]基本上是启发式做出评分预测基于整个以前由用户评分项目的集合。即未知物品的评分rc;为用户c和物品s通常是计算为一个其他用户对同一物品评分的集合(通常,N最相似):
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C表示一组N用户最类似于用户C和那些评价物品S(N的范围可以从1到所有用户的数量)。聚合函数的一些例子:
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在最简单的情况下,聚合可以是一个简单的平均水平,被(10a)定义。然而,最常见的聚合方法是使用加权和,(10 b)所示。用户c和c'之间的相似性度sim,本质上是一个距离和重量测量,即,用户c和c‘越相似,权重评级trc0就越大，s将会在tc的预测里出现。注意,sim是一种启发式的工件,它被介绍为了能够区分用户相似度(即为每个用户能够找到一组“最亲密的同伴”或“最近的邻居”),同时,简化评分过程。如(10 b)所示,不同的推荐应用程序可以使用自己的用户相似性度量方法,只要计算使用的是归一化因子k来归一化,如上所示。两种最常用的相似性措施将在下面进行介绍。在(10b)使用加权和的问题,是它没有考虑到这样一个事实:不同的用户可以使用不同的评定量表。调整后的加权和,如(10c)所示,已被广泛用于解决这种限制。在这种方法中,不使用评级的绝对值,使用加权和使用他们偏离的平均评分对一致性用户。克服不同用户的评分范围是部署个性化过滤[22],[35],[51],[52],其重点是预测的用户的相对喜欢而不是绝对评分,在第二节早些时候指出过。

已有多种方法被用来计算用户之间相似性sim在协同过滤系统里。在这些方法中,两个用户之间的相似度是基于他们对同一物品的评分。两种最流行的方法是相关和余弦。为了表现它们,让Sxy所有物品的集合都由用户x和y制作,即。Sxy=1⁄4 fs 61 Sjrx;s⁄4s 61⁄4，在协同过滤系统里,Sxy主要作为中间结果用于计算用户x的“最近邻居“”和通常以简单明了的方式计算,即通过计算集合Sx和Sy的交集。然而,一些方法,比如用协同过滤方法[4],可以确定x的最近的邻居不通过为所以的用户计算Sxy。在基于相关性的方法中,皮尔森相关系数是用来衡量相似度[86],[97]:
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在基于余弦的方法[15],[91],两个用户x和y是视为m维空间中的两个向量,其中m=jSxyj。然后,可以测量两个向量之间的夹角来进行相似度的计算:
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在~x~y表示向量之间的点积~x ~y.还有另一种方法来测量用户之间相似性测量使用均方不同在【97】里面有描述。注意,不同的推荐系统可能采取不同的方法来实现用户相似性计算和尽可能有效的进行物品评分。一个常见的策略是提前计算所有用户相似性计算simx，(包括Sxy的计算),仅偶尔重新计算(因为同行的网络通常不会在短时间内急剧变化)。然后,当用户要求推荐,评分可以使用预先计算的相似度来进行需求的有效性计算。

注意,基于内容的推荐方法和协同方法从信息检索文献使用相同的余弦度量。然而,在基于内容的推荐系统,它是用来测量相似度在TF-IDF权重向量间,然而,在协同推荐系统中,在实际的用户实际评分向量建进行相似度的计算。

许多性能改善修改,如默认投票,逆用户频率、放大[15],和权重预测[27],[72],提出了这些基于相关和基于余弦的技术标准的扩展。例如,默认投票[15]是一个扩展上述基于启发式推荐的方法。观察到,只要有相对较少的用户指定的评分,这些方法将不适用于计算用户x和用户y之间的相似性尽管在物品交集上用相似的测量方法,即被两个用户x和y评分的的物品集,经验表明,如果我们假设一些缺失的评分，评分预测精度可以提高[15]

同时,上述技术传统地被用来计算用户之间的相似性,萨瓦尔等。[91]提出了使用相同的基于相关技术和基于余弦的技术来计算相似性物品而不是和获得评分。这个想法一直在[29]进一步扩展对于top-N推荐。此外,[29],[91]提供经验证据,基于物品的算法可以提供比传统的基于用户的协同方法更好的计算性能,同时,提供比基于用户的最好算法类似或更好的质量的算法。

与基于启发式的方法相比,基于模型的算法[11],[15],[37],[39],[47],[64],[75],[105]使用的评分集来级学习模型,然后使用它来做出评分预测。例如,[15]提出了一种概率的协同过滤方法,计算未知的评分：
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假设评分值是整数0到n，概率表达式是用户c会给特定的物品s的评分概率，考虑到用户的之前评分。估计这个概率,[15]提出两种概率模型:集群模型和贝叶斯网络。在第一个模型中,相同偏好的用户聚集成类。给定用户的类成员资格时，用户评分被假设为是独立的，即，模型结构是朴素的贝叶斯模型。类和模型的参数的数量被从数据得知。第二模型表示每个物品作为贝叶斯网络域中的节点，其中每个节点的状态对应于每个物品的可能的评分。两个网络的结构和条件概率从数据训练得知。这种方法的一个限制是，每个用户可以被聚类成单个簇，而另一些推荐程序可能从群集的用户分为几类的受益。例如，在书的推荐应用中，一个用户为工作可能有兴趣一个主题（例如编程）和为了感兴趣休闲的完全不同的主题（例如捕鱼）。

此外，[11]提出了在一个机器学习框架中的协同过滤算法，其中，各种机器学习技术（如神经网络）加上特征提取技术（如奇异值分解，一个用于减少矩阵的维数的代数技术）可以使用。[15]和[11]基于模型的方法比较其与标准的基于启发式的方法，生成报告，在一些应用中，基于模型的方法在精准推荐的时候优于基于启发式的推荐系统。然而，在这两种情况下的比较是纯粹的经验，也没有基本的理论依据支持。

在其他文献里提出了其他多种基于模型的协同推荐方法。一个基于统计模型的协同过滤[105],和几种估计模型参数的不同的算法的比较,包括k-means聚类和吉布斯抽样。其他协同过滤方法包括贝叶斯模型[20],[37]一个概率的关系模型,线性回归[91],[75]最大熵模型。最近,大量的研究一直在试图完成在模型推荐过程中使用更复杂的概率模型。例如,Shani等。[96]查看推荐过程作为一个连续的决策问题,提出利用马尔可夫决策过程(一个著名的随机建模顺序决策)技术来生成推荐。其他概率建模技术对于推荐系统包括概率潜在语义分析[47],[48]和多项混合物和使用生成语义学方面模型的潜在狄利克雷分配[64]。同样,Si如果和金[99]使用概率潜在语义分析提出一种灵活的混合模型,允许建模的类显式的用户和物品两套的潜变量。此外,Kumar et al。[55]使用一个简单的概率模型来证明协作过滤与相对较少的每个用户的数据是有价值的,而且,在某些限制设置,简单的协同过滤算法可能是一样有效的最好的算法。

在基于内容的技术的情况下，基于模型的协同过滤技术和基于启发式方法之间的主要区别在于，基于模型的技术不是基于某些特设启发式规则进行效用（评分）的预测计算，而是相反，根据使用统计和机器学习技术的基础数据学到的一种模型，提出了一种结合基于启发式方法和基于模型的方法的方法，已经被证实，使用这种组合方法可以提供比仅基于启发式的或基于模型方法更好的推荐。

一种不同的方法来改善现有的协同过滤算法的性能是[108],使用一些技术处理输入的一组指定的评分,比如排除噪音,冗余,利用稀疏评分数据。实际结果表明我基于模型的协同过滤算法增加了准确性和提高了效率。提出输入选择技术可以帮助学习的基于模型的算法来解决从大数据库学习这一问题[108]。此外,在最新的发展中,[109],构成了概率的协同过滤方法,构成了另一种方法来将基于启发式的方法和基于模型的方法。特别是,[109]提出1)使用积极的学习方法学习每个用户偏好的概率模型和2)在一个混合模型里使用用户的偏好来计算推荐。后者算法的最近一些想法是部署使用传统的基于启发式的算法。

单一的协同推荐系统没有基于内容的推荐系统的一些缺点。特别是,因为协作系统使用其他用户的推荐(评分),他们可以处理任何类型的内容和推荐任何物品,甚至那些与过去不同。然而,协同过滤系统有自己的局限性[8],[57],如下所述。

### 2.2.1 新用户问题

这是与基于内容的推荐系统同样的问题。为了准确的推荐,系统必须从用户给出的评分首先了解用户的喜好。一些技术提出了解决这一问题。它们中的大多数使用混合推荐方法,结合基于内容的推荐技术和协同过滤的推荐技术。在下一节中详细描述了混合推荐系统。另一种方法是在[83],[109],各种技术探索确定最好的(即大多数信息推荐系统)物品给新用户。这些技术使用的策略是基于物品普及,物品熵,用户个性化和组合上述方法[83],[109]。

### 2.2.2.新物品问题

定期向推荐系统添加新物品。协同过滤系统仅仅依靠用户的偏好提出推荐。因此,在新物品被大量的用户评分前,推荐系统将无法推荐。这个问题也可以使用混合推荐方法解决,在下一节中描述。

### 2.2.3 稀疏度

在任何推荐系统中,已取得的评分数量相比需要预测的评分数量是非常少的。从很少的示例中有效预测评分是很重要的。同时,协同推荐系统的成功取决于大量的用户的可用性。例如,在电影推荐系统中,可能有很多电影评分的只有几个人,这些电影将会被推荐的很少,即使少数用户给予了较高的评分。用户与其他人群相比不同寻常的的口味,没有任何其他用户特别是相似,会导致很少的推荐[8]。解决评分稀疏这个问题的一个方法是在计算用户相似使用用户特征信息。也就是说,两个用户不仅可以被认为是类似的,如果他们认为对同样的电影评分相似,而且如果他们属于基于人口统计学是相似的。例如,[76]使用的性别、年龄、地区代码,教育,就业信息，在餐厅推荐的应用程序。这个扩展传统的协同过滤技术有时被称为“人口过滤”[76]。另一种方法,也探讨了提出了探索用户的相似[49],稀疏问题的解决是通过应用关联检索框架和相关扩散激活算法通过他们过去的交易和反馈。一种不同的方法来处理稀疏评分矩阵用于[11],[90],在降维技术,奇异值分解(计算),被用来减少稀疏的评分矩阵的维数。奇异值分解是一个著名矩阵分解方法,它提供了最好的原始矩阵的低秩近似[90]。

## 2.3 混合算法

几个推荐系统使用结合协同过滤算法和基于内容的推荐方法,这有助于避免基于内容和协同过滤算法系统的一些限制[8],[9],[21],[76],[94],[100],[105]。不同的方法将协同过滤算法和基于内容的推荐方法结合到一个混合推荐系统可以分类如下:

1. 分别实现系统过滤算法和基于内容的推荐算法，结合他们进行预测

2. 将基于内容的推荐方法的一些特征加入到协同过滤算法中

3. 将协同过滤算法的一些特征加入到基于内容的推荐算法中

4. 构建一个通用的统一模型共同基于内容的推荐算法和协同过滤算法特征。

所以上述的推荐系统，将在下面进行描述。

### 2.3.1 结合分开的推荐

建立混合推荐系统的一种方法是将实现协同过滤和基于内容的推荐分离。然后,我们可以有两个不同的场景。首先,我们可以把从不同的推荐系统的输出(评分)输入到一个基于线性或者投票策略的最终推荐系统。或者,我们可以使用其中一个推荐系统,在任何时候选择使用一个“更好的”推荐系统比其他基于一些“质量”指标。例如,DailyLearner系统[13]选择具有更高自信的推荐系统,而[104]选择的一个土建是更符合过去的评分的用户。

### 2.3.2 加入基于内容推荐系统特征的模型

一些混合推荐系统,包括Fab[8],通过内容“协同过滤”的方法,描述了在[76],是基于传统的协同过滤技术还维护基于内容推荐系统的的用户的特征文件。这些基于内容的文件,而不是一般的评分物品,用于计算两个用户之间的相似度。正如在[76]中提到,这允许克服一些单纯协同过滤算法导致的稀疏性问题,因为通常情况下,没有多少对用户一般会有大量的评分物品。这种方法的另一个好处是,用户可以建议一个项目不仅在这个项目是评分高，而且用户有相似的特征文件,也就是说。,当这个物品相对于用户的特征文件有很高的评分[8]，是非常好的[40]，采用相似的方法在使用不同的过滤器-特殊基于内容分析用户而在协同过滤的表现传统的参与者。因此,评级的用户对一些过滤器的评分一致能够得到更好的推荐[40]。同样,[65]使用一种协作方法,传统的用户的评分向量会比纯粹的基于内容的预测更强与额外的评分。

### 2.3.3 加入协同过滤特征的基于内容模型

这类最受欢迎的方法是使用一些降维技术在一组基于内容的特征文件。例如,[100]使用潜在语义索引(LSI)来创建一个基于协同过滤算法视图的用户特征文件的集合,用户特征文件由词向量(如2.1节中讨论)展现,相比与纯粹的基于内容的方法性能得到改善。

### 2.3.4 发展一个两者统一的模型

近年来,许多研究人员都在研究方法。例如,[9]提出使用基于内容和协同特征(如。用户的年龄或性别或电影的流派)在一个基于规则的分类器。Popescul等。Popescul等[80]和Schein等。[94]提出一个统一的概率方法,结合协同过滤和基于内容的推荐，是基于概率潜在语义分析[46]。然而,另一种方法是提出[25]和[5],在贝叶斯混合效应回归模型,采用马尔可夫链蒙特卡罗方法用于参数估计和预测。特别是,[5]使用用户的个人信息和物品在一个统计模型估计未知对用户i和物品j的评分rij：
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i=1,...,I，j=1,...,J表示用户和物品，特别地。ejj，kk，和jj是引入的随机变量表示影响噪声，未被注意的用户的不同性的来源，物品不同性的来源。xij是一个包含用户和物品特征的矩阵,zi是一个用户特征的向量,wj是一个物品特征的向量。这个模型的未知参数k1,k2,k3,和k4在已知的数据使用马尔可夫链蒙特卡罗方法估计得到。总之,[5]使用用户属性fzig组成一个用户特征文件的一部分,物品属性fwjg构成一个项目特征文件的一部分,它们的结合fxijg评估一个物品的评分。

混合推荐系统也可以增强知识技术[17],如案例推理,以提高推荐精度和解决传统推荐系统的一些限制(如。新用户,新项目问题)。例如,基于知识的推荐系统之间́entree[17]使用一些关于餐厅领域的知识,美食,食品(如“海鲜”不是“素食”)向用户推荐餐馆。以知识为基础的系统的主要缺点是需要知识获取-一个许多人工智能应用程序的瓶颈。然而,知识重新推荐系统已经开发应用,现成的在一些领域知识结构化以机器可读的形式,例如,作为本体。例如，Quickstep和Foxtrot系统[66]使用本体研究论文主题向用户推荐在线研究文章。

此外,数篇论文,如[8],[65],[76],[100],以经验为主比较单纯协同过滤系统、基于内容的推荐系统和混合系统性能，证实了混合方法比单纯的方法可以提供更准确的推荐。

2.4 概述和总结

如2.1，2.2和2.2部分所述,做了很多研究在很多推荐技术中在过去的几年中,使用范围广泛的统计学、机器学习、信息检索等技术,和其他一些很先进、最尖端的技术,相比较早期的推荐系统,利用协同过滤和基于内容的启发式。

|  |  |  |
| --- | --- | --- |
| 推荐方法 |  |  |
| 基于内容 |  |  |
| 协同过滤 |  |  |
| 混合推荐 |  |  |

如上面所讨论的，推荐系统可分为1)基于内容的、协同过滤的、或者混合的,根据使用的推荐方法,和2)基于启发式的或基于模型,基于类型的推荐技术,用于评分估计。我们使用这两个正交维度分类的推荐系统的研究2\*3矩阵表2所示。

在这一节中描述的推荐方法多个应用程序里表现良好,包括推荐书籍,cd,和新闻文章[64],[88],和使用这些方法的“强有力的”的推荐系统,如部署在亚马逊的[61],MovieLens[67],和VERSIFI技术(AdapiveInfo.com)[14]上的推荐系统。然而,协同过滤和基于内容的方法有一定的局限性,在本节的前面有所所述。此外,为了提供更好的推荐和能够使用推荐系统在更复杂类型的应用程序,比如假期或某些类型的金融服务,大部分在本节的方法需要重要的扩展。例如,即使对于一个传统的电影推荐应用程序中,[3]表明,通过扩展传统的基于启发式的协同过滤方法考虑上下文信息,例如什么时候，什么地点，和与谁一起看电影看,由此产生的推荐系统胜过单纯的传统的协同过滤方法。许多真实的推荐应用程序,包括一些业务应用程序,如上面所描述的,可以说比电影推荐系统复杂许多，也需要考虑更多的因素。因此,需要为这些类型的推荐程序开发更先进的推荐方法更为紧迫。在下一节中,我们回顾各种扩展的推荐方法,以支持更复杂类型的推荐应用程序。

# 第三章 推荐系统的扩展功能

第二节中描述的和在表2中总结的推荐系统,可以扩展在几个方面,包括提高对用户和物品的理解,在推荐过程中结合上下文信息,支持multcriteria评分,并提供更灵活和更少干扰类型的推荐。这样更全面模型的推荐系统可以提供更好的推荐功能。在本节的其余部分,我们将描述该扩展也研究各种开发它们的机会。

## 3.1 全面了解用户和物品

如[2],[8],[54],[105]所指出,大部分的推荐方法产生评分是基于有限的理解用户和物品，由用户和物品的特征文件决定的，没有充分使用用户的历史数据和其他可用的数据。例如,传统的协同过滤方法[45],[86],[97]不使用用户和物品特征文件用于推荐和完全依赖评分信息来做推荐。尽管有一些进展将用户和物品特征文件纳入早期的一些方法推荐系统[13],[76],[79],但是这些特征文件很简单,不使用一些更先进的分析技术。除了使用传统的特征文件特性,比如关键字和简单的用户人口统计[69],[77],更先进的分析技术基于数据挖掘[1],[34],签名序列[63]和[26],描述用户的兴趣可以用来构建用户的特征文件。另外,除了使用传统的武平特征特性,如关键字[9],[76],类似的先进的分析技术也可以用于构建全面的物品特征文件。关于推荐系统,先进的分析技术,是基于数据挖掘主要用于Web使用的上下文分析[59],[68],[110],即,发现导航网络使用模式(即页面视图序列)给用户提供更好的网站推荐;然而,这些技术没有在以评分为依据的推荐系统中广泛采用。

一旦用户和物品特征文件被构建,就可以根据这些特征文件和先前的评分定义一般的的评分估计函数:用户i的特征被定义为一个矢量p的特性,即，~ ci 1⁄4ðai1;。aipÞ。同时,让物品的特征被定义为一个向量r的特征,即~ sj 1⁄4ðbj1;。,bjrÞ。我们故意不精确定义特性aij和供bkl的含义,因为他们在不同的应用程序可以是不同的概念,如数字、类别、规则、序列等等。同时,让~ c是用户特征文件的向量,即~ c 1⁄4ð~ c1,。~ cmÞ,让~ s是所有物品特征文件的一个向量,即~ s 1⁄4ð~ s1,。;snÞ~。然后,最一般的评分函数可以被定义为：
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根据已知的评分R=，用户特征文件~c,和物品特征文件来估计未知的评分rij。我们可以用各种方法估算uij效用函数,包括各种启发式,最近的邻居分类,决策树,样条方法,径向基函数、回归、神经网络和关系学习方法(自~ c和~ s矩阵或使用数据库技术，关系表)。此外,我们想要指出,(16)介绍了最一般的模型,取决于一系列的输入,包括用户的特点~(ci)和其他用户可 c 1⁄4ð~ c1;。;~ cmÞ物品的特征项j(~ sj),和可能还有其他物品~ s1⁄4ð~ s1;…;~snÞ,所有其他用户的评分(选择)。因此,显然函数uij把第二节中的协同过滤算法、基于内容的算法，混合推荐算法都包含进来了。然而,大多数现有的推荐系统函数uij仅依赖于整个输入空间的子集(小)R,~ ~ c,s的一个很小的子集。例如,传统的基于启发式的协同过滤的函数uij不依赖于输入~ c和~ R s和一个集合Rj和对N的最近邻居集rij Rj.2。

一个有趣的研究问题是扩展属性特征文件,定义的c ~和s~,利用上述更先进的分析技术,如规则,序列,基于签名的方法。

## 3.2 基于模型的推荐技术扩展

正如在第二节所讨论的,一些基于模型的方法提供严格的评分估计方法利用各种统计和机器学习技术。然而,数学和计算机科学的其他领域,比如数学逼近理论[16],[73],[81],还可以有助于发展更好的评分估计方法(16)。一个逼近方法的示例定义函数uij(16)由图坦卡蒙径向基函数[16],[30],[92]构成，定义如下:给定一组点的X1⁄4 fx1;…;xmg(ξ2)和未知函数f的值(如评分函数)在这些点上。如fðx1Þ;。;fðxmÞ,径向基函数rf;X估计f的值在整个IR;XðxiÞ1⁄4 fðxiÞ1⁄4 1;…,m，就：
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{}是IR的系数，|x|是一个标准(如L2),O是一个正定函数，即满足下面情况的函数：
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对于所以在IR里面有区别的店x和所以IR的系数a1，a2。然后,著名定理[92]表明,如果􏰅正定函数,然后存在一个唯一函数rf;X rf;XðxiÞ(17)满足条件1的形式⁄4 fðxiÞ我1⁄4 1;。;m .正定函数的一些流行的示例􏰅是:
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径向基函数的优点之一是他们都已经被广泛地研究过了近似理论及其理论性质和利用径向基函数在许多实际应用已经很好地理解[16],[92]。因此,它应该是有趣的在推荐系统将它们应用于估计未知的评分。

在推荐系统使用径向基函数的一个警告是，尽管是推荐空间~c􏰇~s通常不会构成一个n维欧几里得空间IR空间,研究的挑战之一是扩展径向基方法从实数到其他域,并将它们应用到推荐系统问题。其他近似方法估算uij的适用性(16)构成了另一个有趣的研究课题。

## 3.3 多维性推荐

目前的推荐系统在二维用户物品空间上.这使他们的只基于用户和物品信息来做推荐,不考虑额外的在一些应用程序可能是至关重要的上下文信息。然而,在许多情况下,某种产品对用户的效用可能显著依赖时间(如一年的时间,比如季节或月,或一周的某一天)。它也可能依赖于某人生产该产品。在这种情况下,它可能不能简单的向用户推荐商品,推荐系统必须采取额外的上下文信息,如时间,地点,和用户所在的公司来进行产品的推荐。例如,推荐一个假期包时,系统还应该考虑时间,与用户的旅行计划,旅行的条件和限制,和其他上下文信息。作为另一个例子,一个用户可以有显著不同的偏好对不同类型的电影,她希望看到和男友在周六晚上去电影院而不是在周三晚上与她的父母在家看租赁电影。正如我们在[2]和[3]所讨论的,扩展传统的二维U ser，物品空间的推荐方法到多维设置.此外,[43],在推荐算法里包含用户任务的知识可以在特定应用程序中可以带来更好的推荐。

为了将上下文信息考虑进来，在多维空间上定义效用函数，D1,D2,Dn(相对的是传统的UserXItem的空间)，如：
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然后，一个推荐系统的问题是选择一个特定的“什么”规模Diii和“为谁”的不重复的规模Djjj。即{DDDiii}x{DDDjjj}=空集。推荐元组，
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例如,在电影推荐系统的情况下,不仅需要考虑电影d1的特征和想看电影的人d2的特征,而且还需要考虑上下文信息1)d3:在哪里以及如何看到这部电影(如在家,在电影院,在电视上,在视频或DVD),2)d4:和谁看这部电影(例如。独自一人,女朋友/男朋友,朋友,父母,等等),3)d5:什么时候看电影(如。在工作日或周末,早上/下午/晚上好,在开幕之夜,等等)。正如前面所讨论的,每个组件d1、d2、d3、d4,d5可以被定义为一个向量的特征和整体效用函数uðd1;d2、d3、d4;d5Þ可能相当复杂,考虑各种交互作用的向量d1,d2、d3、d4和d5。

正如在[2],[3]中,许多二维推荐算法不能直接扩展到多维的情况。此外,[3]提出了基于减少的推荐方法只使用根据指定的上下文的评分标准的推荐。例如,推荐一部电影给想周六在电影院看的人,基于简单的方法将只使用可用的评分的可以在周六周日看的电影,如果它是确定从地点和时间数据的维度影响观众的行为。通过选择只推荐上下文相关的评分,多维数据集的基于简单的方法用户和物品是两个重要的维度。然后,任何第二节中描述的标准二维推荐方法可以用来产生一个推荐。因为这些推荐仅基于上下文相关的评分,这意味着建立一个本地模型产生具体信息推荐。

另一个可能的方法来生产多维推荐将部署分层贝叶斯方法[5],它可以扩展从两维到多维的情况如下:不考虑二维情况下,定义在(15),在用户特征d1与矢量子和项目特征与向量wj和物品特征d2,我们还可以添加上下文集合d3;…,dn wheredi 1⁄4ðdi1;…Di;dixiÞis的特征向量维度Di。然后,评级函数r 1⁄4 uðd1;d2;。;dnÞ扩展从(15)的线性组合d1,d2,…,dn和还包括在这些维度(即行动影响。交互作用,所定义的矩阵fxijg(15),应该扩展到包括其他维度)的交互影响。研究的挑战之一是使这些扩展可伸缩到很大的n值。

## 3.4 多目标评分

大多数当前的推荐系统处理单维评分,比如电影和书籍的评分。然而,在某些应用程序中,如餐厅推荐,将多维评分合并到推荐的方法中是至关重要的。例如,许多餐厅指南,比如Zagat指南,提供三个餐厅评分标准:食物,装饰和服务。虽然多维评分推荐系统尚未测试,他们已经在递归学习运筹学社区进行了广泛的研究[33],[102]。典型的多维优化问题的解决方案包括:

1. 发现帕累托最优解,

2. 对多个维度进行线性组合，减少单维论优化问题,

3. 优化和最重要的维度，转换其他的维度为限制。

4. 连续优化一个维度,然后将它转化为约束条件，对其他维度重复以上步骤。

后面方法的一个例子就是连续的让步。

为了说明可以在推荐系统中使用这些方法,考虑方法3的应用问题向用户推荐餐馆r c基于用户的标准食品质量fcðrÞ,scðrÞ，装饰ðrÞ,和服务Sc。我们可以把食品质量fcðrÞ作为主要维度和使用其它标准约束条件,即我们想要找到fc最大值的餐馆r,受到ðrÞ>􏰂c和scðrÞ>􏰈c的限制,􏰂c和􏰈c是装饰和服务的最小值(比如，用户c不会去装饰和服务评分低于10超过30的任何餐厅,不考虑食物的质量)。这个问题是复杂的是应为我们通常不会有用户对装饰dcðrÞ和服务scðrÞ评分的所有餐馆。然后,推荐系统的任务是估计未知评分d0cðrÞs0cðrÞ,如第二节中描述,使用评分估计方法,并找到所有的餐馆r满足约束d0cðrÞ>􏰂c和s0cðrÞ>􏰈c。一旦我们找到所有这些满足约束评分的餐馆,我们可以用那些餐馆来寻找fc最大。然而,作为装饰和服务评分,我们可能没有用户对食品评分fcðrÞ的所有餐馆,因此,还需要使用一个评分估计程序来估计fcðrÞ在做推荐之前。

我们相信上面提高的找到帕累托最优解集和连续的迭代方法单一准则优化对多准则问题是有趣和挑战性的问题。

## 3.5 无干扰的

很多推荐系统是侵入性的,他们需要显式的用户反馈,用户参与是很重要的。例如,推荐任何新闻组文章之前,系统需要获得大多数用户对之前读过的文章的评分。因为它是不切实际的引出许多用户评分的这些文章,一些推荐系统使用不干扰的评分确定方法,使用某些替代的来估计真正的评分。例如,用户花费的时间阅读新闻组文章可以作为文章的评分的一个替代。一些不干扰的获取用户反馈的方法提出了在[18],[53],[66],[74],[94]。然而,不评分(如时间阅读一篇文章)往往不准确,不能完全代替显式的用户提供的评分。因此,减少侵入性的问题,同时保持某种程度的准确性的推荐系统需要研究人员去解决。

探索侵扰性问题的一种方法是确定一个最优的评分系统对一个新用户。例如,在推荐任何电影之前,MovieLens.org首先要求用户评分预定义的电影(如20部电影)。这个请求会在终端用户增加一定的成本建模,但是可以以不同的方式,最简单的模型是一个欲望模型(即每个电影评级的成本是C n C和评级的成本电影􏰀n). 然后,侵扰性的问题可以被制定为一个优化问题,试图找到一个最优的初始评分请求数量n作为:每增加一个额外的用户提供的评分的准确性(或者其他有效的测试),所以,推荐结果对用户是有利的，一个有趣的无干扰关联的研究,考虑将发展正式的模型来定义和测量的BðnÞ，提供n初始评分来增加预测的准确性。一旦知道如何衡量BðnÞ(如通过推荐系统的预测精度测量),我们需要确定一个最优的初始评分n最大化表达式BðnÞ􏰄C􏰀n,明确地，n的最优值是达到当边际收益等于边际话费,即当􏰀BðnÞ⁄4 c .假设下的最优解应该存在BðnÞ是单调递增函数与边际效益递减n􏰀BðnÞ渐近收敛等于零。

另一个有趣的研究机会在于开发边际成本模型,比上述固定成本模型更先进,可能在推荐系统中包括一个成本/效益分析使用隐式和显式的评分。

最后,逐步选择好的训练数据建模的目的是主动学习的问题,这是一个相当机器学习研究领域,并提出了很多方法来解决这个问题[23],[24],[36],[58]。我们相信,将主动学习方法应用于解决无干扰问题构成了另一个有趣的研究机会。

## 3.6 灵活性

大部分的推荐方法是僵化的,他们是“硬连接”进入系统的,因此,仅支持一组预定义的和固定的推荐。因此,最终用户不能定根据他或她的需要定制推荐。这个问题已被确定在[2]和推荐查询语言(RQL)[2]解决它。RQL sql语言表达灵活指定推荐请求。例如,请求“推荐给每个用户从纽约最好的三部电影超过两个小时”RQL中可以表示为:

RECOMMEND Movie TO User BASED ON Rating

SHOW TOP 3 FROM MovieRecommender WHERE Movie.Length > 120

AND User.City = “New York”.

同时,大部分的推荐系统推荐只是推荐个别物品给个人用户,不处理聚合。然而,重要的是要能够提供聚合推荐在许多应用程序中,如推荐品牌或产品类别对某些领域的用户。例如,旅游推荐系统可以向本科生(用户组)推荐从东北到佛罗里达度假(物品类别)在春假期间。支持聚合推荐的一个方法是利用基于OLAP的多维推荐方法[19]。基于OLAP系统自然支持聚集层次结构和在推荐系统初始部署方法基于olap的推荐方法[2],[3]。然而,更多的工作是需要开发一个更全面的理解如何使用OLAP方法的推荐系统,这是一个有趣的和具有挑战性的研究问题。

## 3.7 推荐有效性

发展良好的指标来衡量的推荐的有效性已被广泛的在推荐系统论文中解决。这项工作的一些例子包括[41]、[44],[69],[107]。在大多数的推荐系统论文中,推荐算法的性能评估通常是覆盖范围和精度指标。推荐系统能够预测覆盖的比例的[41]。精度的测量可以是统计和决策支持[41]。统计主要精度指标比较估计评分(比如在(16))中定义),对于在UserXItem矩阵中的实际评分R,包括平均绝对误差(MAE),根均方预测和错误,和预测与评分的结合，相关性决策支持测量了推荐系统可以物品的预测(例如会被用户评分高的物品)。包括传统的IR测量预测(真正的“高”评分的百分比在那些被预测是“高”的推荐系统),回忆(正确预测“高”评级的比例在所有已知的评分是“高”),F-measure(调和平均数的精度和召回),和接受者操作特性(ROC)测量证明在真阳性和假阳性利率之间的权衡推荐系统[41]。

虽然流行,但这些经验评估测量有一定的局限性。一个限制是这些措施通常是测试数据上执行用户选择评分。然而,用户选择物品评分可能构成一个倾斜的样本,如用户可能主要是评分他们喜欢的物品。换句话说,实证评价结果通常只显示准确的推荐用户决定评分,而系统的能力恰当地评估随机物品(它应该能够在其正常的现实生活中的使用)并不是测试。可以理解的是,它是昂贵和费时的推荐系统与用户进行控制实验的设置,因此,实验,测试推荐系统的质量在一个公正的随机样本很少,例如。[69]。然而,高质量的实验是必要的，为了真正理解提出的推荐系统的好处和局限性。

此外,尽管对测量的推荐的准确性至关重要,前面提到的测量技术往往不充分捕捉“有用性”和“质量”的推荐。例如,[107]观察超市应用程序,推荐显而易见的物品(如牛奶、面包),消费者会购买无论如何也不会提高准确率;对于消费者也不会很有帮助。因此,同样重要的是开发考虑经济的测试方法来捕获推荐的业务价值,如投资回报率(ROI)和客户生命周期价值(LTV)测量[32],[88],[95]。开发和研究这些测量方法,弥补在这一节中描述的限制构成了一个有趣的和重要的研究课题。

## 3.8 其他扩展

其他重要的研究问题,在推荐系统论文中已经探讨了包括可解释性[12],[42],诚信[28],可伸缩性[4],[39],[91],[93],和隐私[82],[93]这些推荐问题。然而,因为内容的兼职我们不会审查这项工作也不会讨论这些领域的研究机会。

# 第四章 总结

推荐系统在过去的十年里取得了很大的进步,许多基于内容,协同过滤和混合方法和几个“强有力的”系统已经开发出来。然而,尽管所有的这些进步,本文调查目前的推荐系统还需要进一步的改进使推荐方法更有效的更广泛的应用。在本文中,我们综述了当前推荐的方法的各种限制并讨论了可能的扩展,可以提供更好的推荐功能。这些扩展包括等,提高用户和物品的建模,将上下文信息纳入推荐过程,对多维评分的支持,并提供更灵活的过程以及低侵入性的推荐。我们希望本文提出的问题将在推荐系统社区推进讨论下一代的推荐技术。
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