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加利福尼亚州旧金山

你可以在旧金山最先看到未来。

在过去的一年里，这座城市的讨论从100亿美元的计算集群转向1000亿美元的集群，再到万亿美元的集群。每六个月，董事会计划中都会增加一个零。在幕后，有一场激烈的争夺，试图在未来十年内确保每一份仍可用的电力合同，以及每一个可能获得的电力变压器。美国的大企业正在准备投入数万亿美元，进行一场久违的美国工业力量动员。到本十年末，美国的电力生产将增长数十个百分点；从宾夕法尼亚州的页岩气田到内华达州的太阳能农场，数亿个GPU将嗡嗡作响。

通用人工智能（AGI）的竞赛已经开始。我们正在构建能够思考和推理的机器。到2025/26年，这些机器将超过大学毕业生的能力。到本十年末，它们将比你或我更聪明；我们将拥有真正意义上的超级智能。在此过程中，半个世纪未见的国家安全力量将被释放，不久之后，这个项目将启动。如果我们幸运，我们将与中国进行全面竞赛；如果不幸，将是一场全面战争。

现在每个人都在谈论人工智能，但很少有人意识到即将来临的冲击。Nvidia的分析师仍然认为2024年可能接近巅峰。主流评论家们还停留在“这只是预测下一个词”的故意盲目中。他们只看到炒作和业务如常；最多他们考虑的是另一场互联网规模的技术变革。

不久之后，世界将会醒来。但现在，也许只有几百人，其中大部分在旧金山和AI实验室，拥有局势感知。通过命运的奇特力量，我发现自己身处其中。几年前，这些人被嘲笑为疯子——但他们信任趋势线，这使他们能够正确预测过去几年的AI进展。未来几年这些人是否也能正确预测，还有待观察。但这些人非常聪明——是我见过的最聪明的人——他们正在构建这项技术。也许他们将成为历史中的一个奇怪脚注，或者他们将像西拉德、奥本海默和泰勒那样载入史册。如果他们对未来的预见接近正确，我们将迎来一段狂野的旅程。

让我告诉你我们看到了什么。
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1. **从 GPT-4 到 AGI：计算数量级的变化**

**到 2027 年实现 AGI 的可能性非常高。从 GPT-2 到 GPT-4 的发展，使我们在 4 年内从学前儿童能力提升到了聪明的高中生能力。追踪计算能力（~每年 0.5 个数量级或 OOMs）、算法效率（~每年 0.5 个 OOMs）和“解锁”收益（从聊天机器人到智能体）的趋势线，到 2027 年我们应该期待另一个从学前儿童到高中生级别的质变飞跃。**

看看。这些模型，它们只想学习。你必须明白这一点。这些模型，它们只想学习。

———————————————————————————————————————伊利亚·苏茨凯弗

（大约 2015 年，通过 Dario Amodei）

GPT-4 的能力让许多人震惊：一个能够编写代码和文章，能够推理复杂数学问题并通过大学考试的 AI 系统。几年前，大多数人认为这些是不可逾越的障碍。

但 GPT-4 只是十年来深度学习快速进步的延续。十年前，模型几乎无法识别简单的猫狗图像；四年前，GPT-2 刚刚能够拼凑出看似合理的句子。现在我们正在快速饱和我们能想到的所有基准。然而，这种显著进展仅仅是深度学习规模化趋势的结果。

有些人早已看到了这一点。他们曾被嘲笑，但他们所做的只是信任趋势线。

趋势线非常明确，而且他们是对的。这些模型，它们只想学习；你扩大它们的规模，它们就会学到更多。我提出以下主张：到2027年，模型能够完成AI研究员/工程师的工作是非常有可能的。这不需要相信科幻小说；只需要相信图表上的直线。

在这篇文章中，我将简单地“计算 OOMs”（OOM = 数量级，每增加一个数量级等于 10 倍）：看看以下趋势：1）计算能力，2）算法效率（我们可以将其视为增加“有效计算能力”的算法进步），3）“解锁”收益（修复模型默认受限的明显方式，解锁潜在能力并赋予它们工具，从而带来有用性的飞跃）。我们追踪 GPT-4 之前四年的每一项增长，以及到 2027 年底的接下来四年我们应该期待的变化。

鉴于深度学习在每个有效计算能力数量级上的一致改进，我们可以用此来预测未来的进展。

自 GPT-4 发布以来，公开信息已经沉寂了一年，因为下一代模型正在酝酿中——导致一些人声称停滞，并认为深度学习正撞上壁垒。但通过计算 OOMs，我们可以窥见我们实际应该期待什么。他们每年都会做出预测，过去十年里他们的预测一直都是错的。结果其实很简单。从 GPT-2 到 GPT-4——从有时能拼凑出几句连贯句子的模型，到能通过高中考试的模型——并不是一次性的提升。我们正在非常迅速地经历数量级的跃升，数据表明我们应该期待在四年内有效计算能力再增加约 100,000 倍——这将带来另一个 GPT-2 到 GPT-4 规模的质变飞跃。而且，这不仅意味着一个更好的聊天机器人；通过“解锁”收益的许多明显的低垂果实，我们应该从聊天机器人转向智能代理，从工具变成更像是远程工作的替代品。

虽然推论很简单，但其含义却非常惊人。再一次这样的飞跃很可能会带我们到 AGI，达到像博士或专家一样聪明的模型，可以作为我们的同事一起工作。也许最重要的是，如果这些 AI 系统可以自动化 AI 研究本身，那将启动强烈的反馈循环——这是本系列下一篇文章的主题。

即使现在，几乎没有人将这些考虑在内。但一旦你退一步看看这些趋势，AI 的局势感知其实并不难。如果你总是对 AI 的能力感到惊讶，只需开始计算 OOMs。

过去四年

我们现在有了可以像人类一样与之交谈的机器。这是人类适应能力的一个非凡证明，这似乎变得正常了，我们已经习惯了进步的速度。但值得退一步看看过去几年的进展。

从 GPT-2 到 GPT-4

让我提醒你在仅仅大约四（！）年内我们取得了多大的进步。

GPT-2（2019）~ 学前儿童：“哇，它可以拼凑出几句看似合理的句子。”它生成的一篇关于安第斯山脉独角兽的半连贯故事的非常精选的例子在当时令人印象深刻。然而，GPT-2 几乎无法数到 5 而不出错；在总结一篇文章时，它只是稍微优于从文章中随机选择 3 个句子。

比较 AI 能力和人类智力是困难且有缺陷的，但我认为这里的类比是有启发性的，即使它极不完美。GPT-2 因其语言掌握能力和偶尔生成一个半连贯段落或偶尔正确回答简单的事实问题而令人震惊。这是对学前儿童来说令人印象深刻的表现。

GPT-3（2020）~ 小学生：“哇，几个少量的示例就能完成一些简单有用的任务。”它在多段文字中保持连贯性更加一致，并且可以纠正语法并进行一些非常基础的算术。第一次，它在一些狭窄的方面具有商业用途：例如，GPT-3 可以生成简单的 SEO 和营销文案。

再次强调，这种比较是不完美的，但 GPT-3 令人印象深刻的地方可能是对小学生来说令人印象深刻的表现：它写了一些基础的诗歌，可以讲述更丰富连贯的故事，可以开始做一些初步的编程，可以相当可靠地从简单的指示和示范中学习，等等。

GPT-4（2023）~ 聪明的高中生：“哇，它可以编写相当复杂的代码并进行迭代调试，它可以智能且复杂地撰写关于复杂主题的文章，它可以推理通过困难的高中竞赛数学题，它在我们能给它的任何测试中击败了绝大多数高中生，等等。”从代码到数学再到费米估算，它可以思考和推理。GPT-4 现在在我的日常任务中非常有用，从帮助编写代码到修改草稿。

在所有从 AP 考试到 SAT 的考试中，GPT-4 的得分都比绝大多数高中生高。当然，即便是 GPT-4 仍然有些不均衡；在某些任务上它远远超过聪明的高中生，而在其他任务上它还不能胜任。尽管如此，我倾向于认为这些限制主要是由于模型仍然受到明显方式的约束，正如我稍后将详细讨论的那样。即使模型仍然受到人为限制，但其原始智能（大部分）已经存在；需要额外的工作来解锁模型，以便能够在各个应用中充分发挥这种原始智能。

深度学习的趋势

在过去十年中，深度学习进展的速度简直是惊人的。仅仅十年前，深度学习系统能够识别简单图像就已经是革命性的成就。如今，我们不断尝试提出新的、更难的测试，但每个新的基准很快就被攻破。过去需要几十年才能攻破广泛使用的基准；现在感觉只需几个月。

我们的基准测试几乎用尽了。举个例子，我的朋友 Dan 和 Collin 在 2020 年做了一个叫 MMLU 的基准测试。他们希望最终能够创建一个经得起时间考验的基准，相当于我们给高中生和大学生的所有最难的考试。仅仅三年后，这个基准基本上被攻克了：像 GPT-4 和 Gemini 这样的模型得分约为 90%。

更广泛地说，GPT-4 基本上攻克了所有标准的高中和大学能力测试（图 7）。

或者考虑 MATH 基准测试，这是一组来自高中数学竞赛的难题。该基准测试在 2021 年发布时，GPT-3 只解决了大约 5% 的问题。原始论文指出：“此外，我们发现，如果扩展趋势继续，仅仅增加预算和模型参数数量对于实现强大的数学推理是不现实的。要在数学问题解决方面取得更大进展，我们可能需要来自更广泛研究社区的新算法进展。”我们需要根本性的新的突破来解决 MATH，或者他们是这样认为的。一项对机器学习研究人员的调查预测未来几年会有最小的进展；然而，在仅仅一年内（到 2022 年中），最好的模型从大约 5% 提高到 50% 的准确率；现在，MATH 基本上已经被解决，最新的性能超过 90%。

一遍又一遍，年复一年，怀疑论者声称“深度学习将无法做到 X”，但很快就被证明是错误的。如果我们从过去十年的 AI 发展中学到了一件事，那就是你绝不应该低估深度学习。

现在最难解决的基准测试是类似 GPQA 这样的测试，一组博士水平的生物学、化学和物理学问题。许多问题对我来说像是胡言乱语，甚至其他科学领域的博士花 30 多分钟用 Google 搜索也仅仅得分略高于随机猜测。Claude 3 Opus 目前的得分约为 60%，而领域内的博士得分约为 80%——我预计这一基准测试在未来一两代模型中也会被攻克。

计算数量级

这是怎么发生的？深度学习的魔力在于它确实有效——尽管每一步都有反对者，趋势线却一直令人惊讶地保持一致。

随着每一个有效计算的数量级增加，模型的性能可以预测地、可靠地变得更好。如果我们能计算 OOMs，我们就可以（大致、定性地）推断出能力的提升。这就是少数有先见之明的人看到 GPT-4 即将到来的方式。

我们可以将 GPT-2 到 GPT-4 之间四年的进展分解为三类扩展：

1. 计算能力：我们使用更大的计算机来训练这些模型。

2. 算法效率：算法进步有一个持续的趋势。许多这些进步起到了“计算乘数”的作用，我们可以将它们放在一个增长的有效计算的统一尺度上。

3. “解锁”收益：默认情况下，模型学习了许多惊人的原始能力，但它们在很多愚蠢的方式中受到限制，限制了它们的实际价值。通过简单的算法改进，如从人类反馈中进行强化学习（RLHF）、思维链（CoT）、工具和支架，我们可以解锁显著的潜在能力。

我们可以沿着这些轴线“计算 OOMs”的改进：也就是说，追踪每一个扩展的有效计算单位。3 倍是 0.5 个 OOMs；10 倍是 1 个 OOM；30 倍是 1.5 个 OOMs；100 倍是 2 个 OOMs；依此类推。我们还可以看看从 2023 年到 2027 年在 GPT-4 之上的预期。

我将逐一解释，但结论很明确：我们正在迅速地通过 OOMs 前进。在数据壁垒中可能会遇到阻力，我会讨论这个问题——但总体而言，到 2027 年，我们很可能会期待另一个类似于 GPT-2 到 GPT-4 的跃升，在 GPT-4 的基础上。

计算能力

我将从最近进展中讨论最多的驱动因素开始：向模型投入（大量）计算能力。

许多人认为这只是因为摩尔定律。但即使在摩尔定律的鼎盛时期，其速度也相对缓慢——每十年大约 1 到 1.5 个 OOMs。我们看到计算能力的扩展速度要快得多——接近摩尔定律速度的 5 倍——这是因为巨大的投资。（过去在一个模型上花费一百万美元是一个没有人会考虑的荒谬想法，而现在那只是小菜一碟！）

我们可以使用来自 Epoch AI（一个因其对 AI 趋势的卓越分析而广受尊敬的来源）的公共估计来追踪 2019 年到 2023 年的计算能力扩展。GPT-2 到 GPT-3 是一次快速的扩展；计算能力从一个较小的实验扩展到使用整个数据中心来训练大型语言模型。随着 GPT-3 到 GPT-4 的扩展，我们过渡到现代模式：必须为下一个模型构建一个全新的（更大）集群。然而，戏剧性的增长仍在继续。总体而言，Epoch AI 的估计表明，GPT-4 的训练使用了比 GPT-2 多大约 3,000 倍到 10,000 倍的原始计算能力。

从大体上看，这只是一个长期趋势的延续。在过去的十五年里，主要由于广泛的投资扩展（以及以 GPU 和 TPU 形式为 AI 工作负载专门设计的芯片），前沿 AI 系统的训练计算能力以大约每年 0.5 个 OOMs 的速度增长。

从 GPT-2 到 GPT-3 的一年内计算能力的扩展是一个不寻常的现象，但所有迹象表明，长期趋势将继续。旧金山的谣言充满了关于巨大 GPU 订单的戏剧性故事。所涉及的投资将是非凡的——但它们正在进行中。我将在本系列的 IIIa. 章节“争夺万亿美元集群”中进一步讨论这一点；基于该分析，到 2027 年底，额外增加 2 个 OOMs 的计算能力（价值数百亿美元的集群）似乎非常有可能发生；甚至更接近 +3 OOMs 的计算能力集群（价值超过 1000 亿美元）也似乎是可能的（据传正在微软/OpenAI 的计划中）。

算法效率

虽然计算能力的巨额投资吸引了所有的注意力，但算法进展可能是同样重要的进步驱动因素（并且一直被大大低估）。

为了了解算法进步的重大影响，请考虑以下插图（图 12），展示了在两年内达到 MATH 基准测试（高中数学竞赛数学）大约 50% 准确率的价格下降情况。（相比之下，一个不特别喜欢数学的计算机科学博士生得分为 40%，所以这已经相当不错了。）推理效率在不到两年的时间里提高了近 3 个 OOMs，即 1,000 倍。

尽管这些数字只是针对推理效率的（可能与训练效率的改进相对应，也可能不相对应，因为从公开数据中推断这些数字更难），它们清楚地表明，算法进步有着巨大的潜力，并且正在发生。

在这篇文章中，我将算法进步分为两种类型。首先，我将讨论“范式内”的算法改进——这些改进仅仅是带来了更好的基础模型，直接起到计算效率或计算乘数的作用。例如，一个更好的算法可能让我们在训练计算量减少 10 倍的情况下实现相同的性能。反过来，这相当于有效计算量增加 10 倍（1 个 OOM）。（稍后，我将讨论“解锁”，你可以将其视为“扩展范式/扩展应用”的算法进步，解锁基础模型的能力。）

如果我们退一步看看长期趋势，我们似乎以相当一致的速度发现新的算法改进。个别发现看起来是随机的，在每个转折点上似乎都有不可逾越的障碍——但长期趋势是可预测的，在图表上是一条直线。相信趋势线。

我们有关于 ImageNet 的最佳数据（算法研究大多是公开的，我们有数据可追溯到十年前），在 2012 年到 2021 年的 9 年期间，我们一致地提高了大约每年 0.5 个 OOM 的计算效率。

这非常重要：这意味着四年后，我们可以用大约 100 倍更少的计算量实现相同水平的性能（并且对于相同的计算量，性能会显著提高！）。不幸的是，由于实验室不公开这方面的内部数据，过去四年中前沿大型语言模型（LLM）的算法进步难以测量。EpochAI 有新的研究，复制了他们在 ImageNet 上的结果用于语言建模，并估计从 2012 年到 2023 年，LLM 的算法效率趋势大约为每年 0.5 个 OOMs。（不过，这些估计的误差范围更大，而且未能捕捉到一些最近的进展，因为领先的实验室已经停止发布他们的算法效率数据。）

更直接地来看过去四年，GPT-2 到 GPT-3 基本上是一个简单的扩展（根据论文），但自 GPT-3 以来，已有许多公开已知和可推断的进展：

• 我们可以从 API 成本中推断出收益：

• GPT-4 在发布时的成本与 GPT-3 发布时大致相同，尽管性能有着绝对巨大的提升。（如果我们根据扩展定律进行一个简单和过于简化的粗略估算，这表明从 GPT-3 到 GPT-4 的有效计算能力增加中大约有一半来自算法改进。）

• 自从一年前 GPT-4 发布以来，OpenAI 的 GPT-4 级别模型的价格在发布 GPT-4.0 时又下降了 6 倍/4 倍（输入/输出）。

• 最近发布的 Gemini 1.5 Flash 提供了介于“GPT-3.75 级别”和 GPT-4 级别的性能，同时成本比原始 GPT-4 低 85 倍/57 倍（输入/输出）（非凡的收益！）。

• Chinchilla 扩展定律带来了 3 倍以上（0.5 OOMs 以上）的效率提升。

• Gemini 1.5 Pro 声称取得了重大的计算效率提升（在使用“显著更少”的计算量的情况下，性能超过了 Gemini 1.0 Ultra），其中专家混合（MoE）是一个突出的架构变化。其他论文也声称 MoE 带来了计算量的显著增加。

• 在架构、数据、训练堆栈等方面一直都有许多调整和改进。

综合来看，公开信息表明，从 GPT-2 到 GPT-4 的跳跃包含了 1-2 个 OOMs 的算法效率提升。

在 GPT-4 之后的四年里，我们应该预期这一趋势将继续：计算效率平均每年约 0.5 个 OOMs，即到 2027 年相比于 GPT-4 增加约 2 个 OOMs 的收益。随着我们采摘低垂的果实，计算效率将变得越来越难以发现，但 AI 实验室在资金和人才上的投资以找到新的算法改进正在迅速增长。（至少从公开可推断的推理成本效率来看，似乎并没有任何放缓的迹象。）在高端方面，我们甚至可能会看到更多基础性的、类似 Transformer 的突破，带来更大的收益。

综合来看，这表明到 2027 年，我们应该预期算法效率将增加 1-3 个 OOMs（相较于 GPT-4），或许最佳估计是增加约 2 个 OOMs。

数据瓶颈

这其中有一个潜在的重要变量：我们正在耗尽互联网数据。这可能意味着，很快，使用更多抓取的数据来预训练更大的语言模型的简单方法可能会开始遇到严重的瓶颈。

前沿模型已经训练了大量的互联网数据。例如，Llama 3 就是用超过 15 万亿个标记进行训练的。Common Crawl 是一个包含大量互联网内容的数据集，原始数据量超过 100 万亿个标记，尽管其中大部分是垃圾邮件和重复内容（例如，相对简单的去重处理后，剩下 30 万亿个标记，这意味着 Llama 3 已经基本上使用了所有的数据）。此外，对于代码等更特定的领域，标记数量更少，例如公开的 GitHub 仓库估计只有低万亿级的标记。

通过重复数据可以稍微进一步扩展，但学术研究表明，重复只能带来有限的收益，发现经过 16 轮（16 倍重复）后，收益会急剧下降至无效。某种程度上，即使有更多（有效的）计算能力，由于数据限制，提升模型性能也会变得更加困难。

这不可小觑：我们一直在沿着扩展曲线前进，乘着语言建模-预训练范式的浪潮，如果没有新的突破，这一范式（至少在表面上）将会耗尽。尽管有大量的投资，我们也会达到瓶颈。

所有的实验室据传都在押注新的算法改进或方法，以绕过这一问题。研究人员据说正在尝试许多策略，从合成数据到自对弈和强化学习方法。业内人士似乎非常乐观：Anthropic 的 CEO Dario Amodei 最近在一档播客节目中说：“如果你非常天真地看待这个问题，我们离耗尽数据并不远……我的猜测是这不会成为阻碍……有很多不同的方法可以解决这个问题。”当然，任何关于这一问题的研究结果都是专有的，最近也没有公开发表。

除了业内人士的乐观态度外，我认为还有一个很强的直觉理由说明找到方法用更好的样本效率来训练模型是可能的（算法改进可以让它们从有限的数据中学到更多）。想想你或我如何从一本非常密集的数学教科书中学习：

• 现代 LLM 在训练期间所做的，基本上是非常快速地浏览教科书，文字飞快地闪过，并没有花费太多脑力。

• 相反，当你或我阅读那本数学教科书时，我们会慢慢地读几页；然后在脑海中进行内部独白，并与几个学习伙伴讨论；再读一两页；然后尝试一些练习题，失败，再以不同的方式尝试，获取这些问题的反馈，直到我们做对问题；如此反复，直到最终材料“点击”。

• 如果我们只能像 LLM 那样快速浏览，我们从一本密集的数学教科书中几乎学不到什么。

• 或许，有一些方法可以结合人类消化密集数学教科书的某些方面，使模型能够从有限的数据中学到更多东西。

简化来说，这种事情——对材料进行内部独白，与学习伙伴讨论，尝试并失败直到成功——是许多合成数据/自对弈/强化学习方法试图做的。

以前训练模型的状态是简单而天真的，但它有效，所以没人真的努力破解这些样本效率方法。现在它可能会成为更多的限制，我们应该预期所有实验室会投入数十亿美元和他们最聪明的头脑来破解它。深度学习的一个常见模式是，需要大量努力（和许多失败的项目）才能把细节做对，但最终某种明显和简单的方法就会奏效。鉴于深度学习在过去十年中已经成功地突破了每一个所谓的壁垒，我的基本假设是这里也会类似。

此外，破解其中一个算法赌注（如合成数据）实际上可能会显著改进模型。这里有一个直觉上的解释。当前的前沿模型如 Llama 3 是在互联网上训练的——而互联网大部分都是垃圾，如电子商务或 SEO 等。许多大型语言模型（LLMs）在训练计算中大多数时间都花在这些垃圾数据上，而不是在真正高质量的数据上（例如，处理困难科学问题的推理链）。想象一下，如果你能在完全极高质量的数据上使用 GPT-4 级别的计算能力——这可能会是一个更强大的模型。

回顾一下 AlphaGo——这是第一个击败围棋世界冠军的 AI 系统，比人们预想的要早几十年——在这里也很有用。

• 在第1步，AlphaGo 通过模仿学习对专家的围棋对局进行训练。这为它奠定了基础。

• 在第2步，AlphaGo 自我对弈了数百万局。这让它在围棋上达到了超人水平：记住在对阵李世石的比赛中著名的第37手，这是一个人类永远不会下的极其不寻常但又极其聪明的一手。

为大型语言模型（LLMs）开发相当于第2步的方法是克服数据瓶颈的关键研究问题（而且最终将是超越人类水平智能的关键）。

所有这些表明，数据限制似乎在预测未来几年的 AI 进展时引入了较大的误差范围。有很现实的可能性是事情会停滞不前（LLMs 仍可能像互联网一样重要，但我们不会真正达到疯狂的 AGI）。但我认为，实验室破解它的可能性是合理的，并且这样做不仅会保持扩展曲线的持续，还可能使模型能力实现巨大提升。

顺便说一下，这也意味着未来几年不同实验室之间的差异可能会比今天更大。直到最近，最先进的技术都是公开的，所以每个人基本上都在做同样的事情。（而新的初创公司或开源项目可以轻松地与前沿竞争，因为配方是公开的。）现在，关键的算法思想变得越来越专有。我预计实验室的方法将更加多样化，有些会比其他的进展更快——即使是现在看似在前沿的实验室也可能卡在数据瓶颈上，而其他实验室则取得突破，使他们能够领先。而开源项目将更难竞争。这无疑会使事情变得有趣。（如果某个实验室成功破解，这一突破将成为 AGI 的关键，成为超级智能的关键——这是美国最珍贵的秘密之一。）