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摘 要

 近年来，随着互联网的普及与流媒体技术的进步，网络电视已经成为一种新的互联网文化。能够通过互联网观看电视直播节目、回看录制的节目及点播视频文件，成为了一个越来越被人们重视的一个需求。随着高清电视节目的普及、视频编码压缩效率的提高以及网络传输速度的提升，通过互联网观看高清电视直播节目、回看录制的高清节目的要求越来越迫切。国家数据广播研究中心基于多年的相关技术积累与产品研发经验，积极参与针对南沙的“岛礁IPTV系统”项目，本文设计与实现了其中的“电视节目直播与回看录制系统”。  
  论文首先介绍了流媒体技术的RTMP协议、HLS协议、TS格式及FFmpeg开源程序，分析、比较了RTMP协议与HLS协议的优缺点。  
 为了满足局域网内用户使用网络观看电视直播节目与相应的电视回看节目的需求，作者使用Linux系统搭建了基于HLS协议及RTMP协议的流媒体直播服务器以及回看录制系统，具体步骤为：1）在Linux系统之上编译并部署了简单可靠的流媒体服务器，使之将电视节目信号变为流媒体供网络用户观看；2）使用Python语言实现了一套回看录制系统，该系统电视直播源根据EPG信息录制成视频文件，并存储在本地HTTP服务器供客户端观看。  
 对于客户端，作者实现了多平台的客户端播放器。这些平台包括Windows/Linux PC机、iOS/Android手机、各种安卓盒子。在安卓系统平台上，使用FFmpeg对视频进行软解码并播放，以保证播放器在安卓系统上的兼容性。  
 在工程中心支撑单位的实验室内，在已经搭建好的完整的“岛礁IPTV系统”光纤网络系统中（由课题组其他成员完成的），成功挂接上了作者完成的“流媒体直播服务器以及回看录制系统”。经过一个多月的测试与改进，目前该系统运行稳定，达到了预期的目标。此外，回看节目录制系统的实现与已有的录制方案相比，大大地提高了程序运行效率。

**关 键 词**：HLS；流媒体；FFmpeg；RTMP；回看录制
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# 绪论

## 课题研究背景

随着技术的不断进步，数字电视显示器所支持的分辨率不断地提高，从最初的标清分辨率，到现在的高清分辨率如720p、1080i等。高清电视相比于标清电视，长宽比由4:3变成了16:9，显示分辨率大大增加，给予的人们更好的观看体验[1]。

H.264编码标准，是由ITU-T[视频编码](http://baike.baidu.com/item/%E8%A7%86%E9%A2%91%E7%BC%96%E7%A0%81)专家组（VCEG）和ISO/IEC[动态图像专家组](http://baike.baidu.com/item/%E5%8A%A8%E6%80%81%E5%9B%BE%E5%83%8F%E4%B8%93%E5%AE%B6%E7%BB%84)（MPEG）联合组成的联合视频组（JVT，Joint Video Team）提出的一个高度压缩数字[视频编解码器](http://baike.baidu.com/item/%E8%A7%86%E9%A2%91%E7%BC%96%E8%A7%A3%E7%A0%81%E5%99%A8)标准。与市面上现有的视频编码标准相比，H.264编码标准在相同的码率下提供了更好的图像质量。通过H.264标准，在同等图象质量下视频的压缩效率比MPEG2标准提高了2倍左右[2]。

国家数字广播中心开发了一套高清电视节目采集编码并发送的解决方案。该系统使用多路统计复用的编码方法。在图像质量相近的情况下，压缩效率相比于单路编码提高了5-10倍。

近年来，随着流媒体技术的高速发展，网络直播迅速发展成为一种新的互联网文化业态[3]。网络直播作为一种新的媒介形态，随着视频直播门槛的降低和交互方式的多元化，越来越多的人接受网络直播这种传播形式，加入直播行列的队伍逐步扩大。

## 课题研究意义

近年来，随着互联网的普及与流媒体技术的进步，网络电视已经成为一种新的互联网文化[4]。能够通过互联网观看电视直播节目、回看录制的节目及点播视频文件，成为了一个越来越被人们重视的一个需求。再加上高清电视显示器的普及、视频编码压缩效率的提高、以及网络传输速度的提升，使得通过互联网观看电视直播节目成为了可能。

本课题在国家数据广播研究中心基于多年相关技术积累与产品研发经验的基础上，积极参与针对南沙的“岛礁IPTV系统”项目，为了满足岛礁上居民在局域网内观看电视直播节目与相应的电视回看节目的需求，使用Linux系统搭建一个基于HLS协议和RTMP协议的流媒体直播服务器以及回看录制系统。现有的网络直播回看系统，局端设备价格高昂，动辄亿元投资。本课题旨在针对岛礁及大型企业3~8千户用户量特点，研究一套高可靠、低成本的视频直播及回看系统，以满足用户随时随地、用任意终端观看电视的需求。

## 课题研究的主要内容与主要功能

本课题的研究主要侧重两个方面，一是基于HLS协议与RTMP协议的流媒体直播服务器与点播服务器。二是实现可以跨平台播放流媒体视频的客户端播放器。对一第一个功能我们主要完成的工作有：研究HLS协议以及RTMP协议的内容。在Linux操作系统上搭建流媒体直播服务器与点播服务器。同时使用Python语言开发一套直播回看录制系统，根据EPG信息将电视直播节目录制成视频文件供用户点播。对于第二个功能我们需要完成的功能有：实现支持多平台的网页客户端播放器。研究FFMPEG在移动端的移植，实现Android平台的客户端播放器。

## 论文的组织结构

论文安排如下：

第一章：绪论，介绍课题的应用背景与研究现状，选题意义与研究价值，以及作者的主要工作。在这些基础上提出了论文的主要研究内容。

第二章：相关理论介绍，主要介绍了流媒体技术原理、TS流格式、RTMP和HLS流协议。分析并比较了RTMP协议与HLS协议的优缺点。为论文的系统设计打下理论基础。

第三章：设计并实现流媒体服务器与回看录制系统。包括直播流媒体服务器的实现、EPG同步服务器的设计与实现以及回看录制系统的设计与实现。

第四章：介绍客户端播放器的设计与实现。详细介绍了网页播放器与安卓客户端播放的设计与实现。

第五章：系统的测试与分析。

第六章：首先对论文中所做的工作进行了一个总结。在此基础上，对系统进一步研究进行了展望。

# 相关理论

## 流媒体技术原理

流媒体是指使用视频、音频、文本、字幕等格式进行流式传输的多媒体数据。流媒体通过实时的网络传输协议以连续的媒体流的形式在网络中传送。在目的端缓存后，按照网络传输时间的先后顺序，实时地播放连续的音视流与视频流[6]。而流媒体技术则是一种使用流媒体的综合性技术，它涉及到了多媒体视音频的采集、编码、传输、解码以及存储等多个方面。

传统的网络下载方式有着相当大的时延，音频和视频文件一般较大，需要的存储空间也相对较大。当网络带宽较小时，下载一个文件所消耗的时间很长。对于一个大文件来说，往往需要几个小时来进行下载。这种文件下载的方式不但浪费下载时间、硬盘空间，更重要的是使用起来非常不方便，用户体验不佳。使用流媒体技术之后，人们能够实现即点即看，边下边播多媒体文件，不仅极大地缩短了启动时间，而且不需要太大的缓存空间。

一个完整的流媒体系统应包括编码器、流媒体服务器以及客户端播放器这三个部分[7]。流媒体系统中各个子模块之间通过RTP/RTSP/TCP/HTTP/RTMP等实时网络传输协议进行通信数据交换。编码器的作用是将采集下来的视频源数据通过视频编码技术，编码成网络能够识别并播放的流媒体格式文件。服务器则是负责接收和转发流媒体数据以便客户端观看。客户端则是负责将编码的数据解码并播放流媒体视频数据。

## TS流格式

TS流是MPEG-2标准中定义一种用于直播的码流结构，被广泛地用于数字电视中[8]。TS流由一个个TS包所组成的。每个TS包的大小恒定为188字节。其中，一个TS包的包头为4字节。TS包基本结构和关键的标志位如图2-1所示：

图 2‑1 TS包基本结构图

TS包语法结构如图2-2所示。可以看到一个TS包由TS包头、自适应域以及有效载荷区组成。TS包的有效负载为PES分组[9]。

图 2‑2 TS包语法结构图

TS包头：包头中含有几个关键位的标志。包括同步字节0x47、有效载荷单元的起始符、PID以及连续计数器等标志。其中，同步字节占用1字节。有效载荷单元的起始符占用1个比特的长度，该起始符用于指示TS包中是否携带有PES数据或者PSI数据。PID是TS包的类型识别码，共占用13位。PID标志值用于标示TS包中携带的有效载荷类型，有效载荷类型分为视频、音频和辅助数据等。连续性计数器可以用于检测网络传输是否出现丢包现象。自适应字段控制指示该TS包中是否含有自适应区，共占用2位。

自适应区字段又称为调整字段，用于填充TS包，直至其达到标准的188字节长度。该字段之中有个重要标志即PCR标志，它在格式转换和TS流拼接中起到了关键的作用。当 PCR标志为l时，说明调整字段中含有PCR信息。当PCR标志为0时，表明该调整字段中不包含PCR信息。

## RTMP协议

RTMP协议是Real Time Message Protocol(实时信息传输协议)的缩写，它是由Adobe公司提出的一种应用层的实时视频传输协议。RTMP协议主要用来解决多媒体数据传输流的多路复用和分包的问题。近年来，随着VR技术的出现以及视频直播等领域的逐渐活跃，RTMP作为业内广泛使用的实时传输协议也重新被相关开发者重视起来[11]。

类似于TCP协议的三次握手，为了服务器的协议版本信息和客户端的统一，RTMP在服务器与客户端建立连接时也需要进行三次握手。RTMP的握手过程图如图2-3所示。握手的过程从客户端发送C0和C1消息块开始。客户端等待S1到达后，再继续发送C2消息会。同样，客户端必须等到S2到达之后才可以发送其他数据。服务器端必须等到C0到达之后才可以发送S0和S1数据。同样的，服务器在等到C1到达后才可以发送S2，在等到C2到达后才可以发送其他数据。C0和S0包的长度为单一的一个字节，可看做一个8比特整数域。

图 2‑5 RTMP握手流程图

C0消息块识别客户端需求的RTMP版本。S0消息块识别服务器端所选择的RTMP版本，当前的版本号是3。如果服务器端不能区分客户端所请求的版本，则服务器端应该返回3。此时客户端或许会选择3以下的版本，或者选择放弃握手。

C1利S1消息块的数据包各有1536个字节长。这个字段包括一个长度为4个字节的时间戳、4个字节的0字段以及最大长度为1528个字节的随机数据。时间戳字段可以作为后面的消息块从该终端发送的时间点，该字段的值可以是0或者任意值。零字段的值只能为0而且不能为其他值。随机数据字段可以包括任意值，因为每个终端必须使用自己初始化握手的值和对方初始化握手的返回值进行区分。

C2消息块和S2消息块的数据包也有1536个字节长，为C1和S1消息块的回复。这个字段由两个4字节的时间戳和随机返回数构成。第一个时间戳字段必须包含对等段发送的时间（对于C2来说是S1，对于S2来说是C1）。第二个时间戳字段必须包括先前发送的并被对端读取的包的时间戳信息。随机返同数这个字段有1528个字节，必须包含对端包含的随机数字段，每一个对等端可以利用第一个时间戳字段和第二个时间戳字段与当前的时间戳快速地估计带宽和延迟。

RTMP中的音频数据还有视频数据都是以消息（message）的形式来进行传输的。不同类型的消息通过判断消息头的数据来加以识别。为了保证视频和音频流的传递过程顺利的同时保证更大的信息传输能力，一条消息还要被切割成多个不同的块（chunk）来进行传输。这样的传输策略使得 RTMP 协议具有了更强的实时性。

RTMP协议中的各种数据是被压缩成数据包的隔阂，并打上同步的时间戳进行传输的。不同类型的消息使用不同的数据包进行传输，多个消息又可以在同一个连接上交错传输。每一个RTMP消息块都由包头和数据组成。

RTMP协议在建立连接时，首先进行三次握手操作，为服务器和客户端统一协议版本信息。然后建立连接，创建传输流，设置分块大小，发送数据。如图2-6所示，Basic header是消息快的基本头，这个字段只有一个字节，编码了消息块流的ID和消息块的类型，用于传输控制消息，比如设置分块大小，丢弃消息以及用户控制消息等。消息块的类型决定了对应消息包头的编码格式。消息块流的ID决定了消息块的长度，该字段的长度有有3个字节，可以识别单一连接中不同的流。Chunk MSG Header指消息块的消息头。该字段包含了正在传送消息的信息。Chunk MSG Header的长度由消息块中详细的消息块类型决定。Extend Time Stamp是指扩展的时间戳信息。消息分块可以将数据量大的消息分割成小的消息块，这样就不会阻塞数据量小的Message传输通道。

图 2‑6 RTMP消息包结构图

RTMP协议包含多个通道，其作用是发送和接收数据包。每个通道有其特定的功能。 如处理视频流数据、处理请求和响应、处理视音频流数据以及处理控制消息等等。这些通道之间是互不干扰、相互独立的。所以，在RTMP协议的传输过程中，通道可以在任何时间同时运行。

## HLS协议

HTTP Live Streaming（HLS）是由苹果公司开发并提出的一个基于HTTP协议的流媒体网络传输协议[14]。HLS协议的工作原理是把视频流切分成一个个小的基于HTTP的TS切片文件来下载，每次只下载一部分。当客户端选择播放媒体流时，从索引文件中选择文件进行下载，同时还可以当前网络传输速率选择不同的源，即允许流媒体会话适应不同的数据速率。在开始一个流媒体会话时，客户端会下载一个包含元数据的extended M3U (m3u8)playlist文件，用于寻找可用的媒体流。

HLS协议架构图如2-7所示：

图 2‑7 HLS协议架构图

首先，视频源audio/video inputs可以是任意格式的视频源，他与server之间的通信协议也是任意的（如RTMP，HTTP），只要将视频数据以任意一种方式传输到服务器上即可。这个视频源在server服务器上被转换成HLS格式的视频（既TS和m3u8文件）文件。细拆分来看，server里面的Media encoder是一个负责将视频源中的视频数据转码到目标编码格式（H.264）的转码模块，视频源的编码格式可以是任何的视频编码格式。将视频源转码成H.264视频数据之后，在stream segmenter模块将视频切片，切片的结果就是index file（m3u8）和TS文件了。图中的Distribution其实只是一个普通的HTTP文件服务器，里面存储着切片后的TS文件和m3u8文件。客户端只需要访问一级index文件的路径就会自动播放HLS视频流[16]。

## FFmpeg

FFmpeg 是一套开源的音视频处理软件。它可以用来进行格式转换以及视音频编解码等操作[19]。FFmpeg有着跨平台的特性，其代码可以在市面上所有流行的操作系统中进行编译。FFmpeg在源码中包含了格式众多的编解码器，可以涵盖众多的音视频格式，如FLV、MPEG2、H.263、H.264等格式。使用FFmpeg可以轻松地实现多种视频格式之间的转换。例如，可以将AVI格式的视频转成现在视频网站所采用的FLV格式。

FFmpeg拥有的众多强大的视频处理功能，包括视频采集功能、视频格式转换、视频抓图、给视频加水印等。FFmpeg源码文件中包含以下模块：

libavformat：该模块用于生成和解析各种封装格式的视音频。主要包含获取解码所需信息和生成解码上下文结构以及读取音视频帧等功能。该模块为 libavcodec模块分析码流提供独立的音频和视频的码流源数据。  
 libavcodec：该模块负责视音频的编码以及解码任务。libavcodec模块是FFmpge音视频编解码的核心。市面上流行的解码播放软件如ffdshow以及Mplayer等都使用了该库提供的解码功能。  
 libavdevice：该模块负责硬件的采集、加速以及显示。  
 ffmpeg：该软件提供的一个基于命令行的工具。可进行视频格式转换、视频编解码等操作。  
 ffsever：该软件体统一个基于HTTP协议的流媒体服务器。  
 ffplay：是一个简单的视频播放器。ffplay使用FFmpeg库进行解码，通过SDL进行显示播放。

本工程主要将FFMpeg移植到Android系统之中，对H.264视频格式的视频进行解码与播放。

## RTMP协议与HLS协议的对比

HLS协议在兼容性与扩展性方面相比RTMP协议有着天然的优势。首先，HLS的客户端支持简单，只需要支持 HTTP 请求即可。HLS只请求基本的HTTP报文。它也很容易使用内容分发网络来传输媒体流。HTTP 协议无状态, 只需要按顺序下载媒体片段即可。相比之下RTMP协议不使用标准的HTTP接口传输数据，所以在一些特殊的网络环境下可能被防火墙屏蔽掉。但是HLS由于使用的HTTP协议传输数据，不会遇到被防火墙屏蔽的情况。由于使用HTTP协议，所以HLS的CDN 支持良好。相比来说，由于RTMP是一种有状态协议，很难对视频服务器进行平滑扩展，因为需要为每一个播放视频流的客户端维护状态。而HLS基于无状态协议（HTTP），客户端只是按照顺序使用下载存储在服务器的普通TS文件，做负责均衡如同普通的HTTP文件服务器的负载均衡一样简单。另外HLS协议本身实现了码率自适应，不同带宽的设备可以自动切换到最适合自己码率的视频播放。

HLS协议另外一个优势是他的跨平台兼容性。苹果公司在自家的平台上只提供了对HLS的原生支持，并且放弃了FLASH。安卓系统也原生支持了HLS。而在客户端上播放RTMP格式的视频，需要额外安装FLASH播放器。庞大的FLASH也会给系统带来更重的负担。

由于HLS协议是以ts切片文件的形式进行传输，所以HLS会有一个较高的延迟。延迟的最大时间为单个ts视频文件的视频长度（直播一般为10秒）。而RTMP由于是专有协议，可以做到很小的延迟时间。

综上所述，HLS协议由于有着更好的平台兼容性以及扩展性，所以广泛地用于移动端的视频直播与点播。而RTMP协议由于其延时小，所以一般用于PC端的视频直播之中。

## 本章小结

本章介绍了流媒体相关技术，包括视频传输协议TS流协议、RTMP协议、以及HLS协议。分析并比较了RTMP协议与HLS协议的优缺点。HLS协议有着更好的平台兼容性以及扩展性，被广泛地用于移动端的视频直播与点播。而RTMP协议由于其延时小，被用于PC端播放直播视频。本章的研究为后文直播点播流媒体服务器的设计以及传输协议的选择提供了有力的技术支撑与理论依据。

# 流媒体服务器与回看录制系统的设计与实现

## 系统总体设计

流媒体服务器与回看录制系统的整体系统框图如图3-1所示：

图 3‑1 整体系统框图

图中的直播源为指定格式的视频源。本课题使用国家数字电视广播中心开发的卫星直转系统接收来自卫星的电视节目及自办节目，通过转码设备重新编码为各个码率的H.264直播流，以RTMP协议的传输格式将视频流推流到直播流媒体服务器上。同时，直播源还以UDP协议的传输格式将视频流推流到点播服务器上。点播服务器中的回看录制模块根据EPG同步服务器提供的EPG信息，将视频流切分成视频文件存储在本地流媒体服务器中。直播流媒体服务器和点播流媒体服务器均支持多用户的流媒体直播服务。最后，终端用户可以使用本课题开发的客户端软件，即可观看电视直播节目以及最近七天的电视回看节目。

由图可见，该流媒体服务器与回看录制系统应该包括以下几个模块：

流媒体服务器模块：服务器的主要功能是以流式协议将视频文件传输到客户端，以供多用户在线观看。直播流媒体服务器需支持接收RTMP推流，输出RTMP与HLS协议的直播流。

EPG同步服务器模块：向回看录制模块提供相应的电视频道信息（EPG）。每条EPG信息包括电视频道的名称，节目的起始时间与结束时间，节目的名字等。

回看录制模块：回看录制模块为整个回看录制系统的核心。该模块根据EPG同步服务器模块提供的EPG信息，将直播源传入的直播流切分成对应的视频文件存入本地的流媒体服务器中，同时，将对应的视频信息存入设计好的数据库中以供客户端播放的时候读取。

流媒体服务器采用PC作为硬件支持，搭建在Ubuntu操作系统上，EPG同步服务器使用Java语言实现，回看录制模块使用Python语言实现。

## 直播流媒体服务器的实现

流媒体服务器的主要功能就是接受任意格式的视频流，当终端用户请求视频时，将视频流以指定格式传送给终端用户。在本课题中，直播流媒体服务器的输入源传输格式为RTMP，输出传输格式为RTMP和HLS，视频源的编码格式为H.264。

出于对系统稳定性以及易维护性的考虑，本课题选用开源流媒体服务器SRS（Simple RTMP Server）作为直播流媒体服务器。

### 开源流媒体服务器SRS

SRS定位是运营级的互联网直播服务器集群，追求更好的概念完整性和最简单实现的代码。SRS提供了丰富的接入方案将RTMP流接入SRS，包括推送RTMP到SRS、拉取流到SRS。SRS还支持将接入的RTMP流进行各种变换，譬如直播流转码、转发给其他服务器、转封装成HLS、录制成FLV。SRS包含支大规模集群如CDN业务的关键特性，譬如RTMP多级集群、VHOST虚拟服务器、无中断服务Reload。此外，SRS还提供丰富的应用接口，包括HTTP回调、HTTP API接口、RTMP测速。SRS在源站和CDN集群中都得到了广泛的应用。

与支持rtmp的http服务器nginx-rtmp的相比，SRS(Simple Rtmp Server)单进程能支持9000并发，nginx-rtmp单进程最多支持3000个，单进程的性能SRS(Simple Rtmp Server)是nginx-rtmp的三倍。

### SRS的部署与使用

SRS主要运行在Linux系统上，譬如Centos和Ubuntu，包括x86、x86-64、ARM和MIPS。MacOS支持代码编辑和编译。

SRS的系统架构如图3-2所示：

图 3‑2 SRS系统架构图

SRS服务器架构在所有Linux操作系统之上，网络服务器架构使用state-threads架构，state-thread是一个C的网络程序开发库，提供了编写高性能、高并发、高可读性的网络程序的开发库，支持UNIX-like平台。它结合了多线程编写并行成的简单性，一个进程支持多个并发，支持基于事件的状态机架构的高性能和高并发能力。在此之上，SRS提供了http API回调接口、视频转码以及HLS协议与RTMP协议的支持。

在下载源码、确定用什么编译选项后，编译SRS其实很简单。只需要RTMP和HLS：

./configure && make

指定配置文件，即可启动SRS：

./objs/srs -c conf/srs.conf

SRS启动之后，只需要将直播流以RTMP的形式推送到服务器上，便可以实现视频的直播功能。

## EPG同步服务器的实现

### EPG简介

EPG 是Electronic Program Guide的英文缩写，全称为电子节目单。EPG一般为IPTV提供各种电视节目信息。EPG以“频道-时间”的方式提供一段时间内所有电视节目的信息。相关的应用根据EPG提供的数据实现其业务逻辑。EPG可选的功能相当的丰富。其中，可以给电视节目信息增加附加信息，如情节介绍、节目类别等。VOD节目也可以按照节目类别进行分类。比如电影类VOD节目可以分类为喜剧片、动作片、爱情片、恐怖片、卡通片以及卡通片等。在EPG节目单的基础上，还可实现节目预约功能、业务搜索功能以及业务导航功能。节目预订功能指预约一段时间之后将要播放电视的节目。时间到了便自动播放。业务搜索功能即提供多种方式的基于EPG的业务搜索功能。业务导航功能即根据EPG信息提供业务更新、业务排行、最热视频等导航功能。

在“岛礁IPTV系统”之中，只需要EPG提供最基本的时间节目信息即可。其中包括：电视直播频道的信息，以及每个频道的节目信息。其中，每个频道的节目信息应包括节目的名称、起始时间以及结束时间。直播服务器根据所提供的的EPG频道信息可以提供相应的直播服务。回看服务器可以根据所提供的EPG节目信息录制相应的回看节目并提供回看服务。

### EPG同步服务器系统接口设计

EPG同步服务器主要实时同步100套电视直播节目的EPG信息，并对外提供相应的数据接口。

首先，服务器每隔一段时间，便从第三方数据源处获取实时的EPG更新数据。EPG同步服务器提供的数据接口如下：

授权频道接口：

http://tv.com/EPG/channel?secret=XXXX

节目单接口（两周以内全量节目单）：

http://tv.com/EPG/schedule?secret=XXXX&id=XXXX

其中secret参数为唯一认证秘钥，客户调用所有接口都需要传入此参数来标识客户的身份。id参数为需要获得频道信息的频道id。客户首先需调用接口得到所有EPG授权给该客户的频道，然后将获得的频道id传入接口。接着得到该频道两周内（不足两周的有多少给多少）的节目单：节目单中若related\_teams节点不为空（1-2个id），则取其id传入接口。

授权频道的XML结构图如图3-3所示：

图 3‑3 授权频道XML结构图

根节点document下包含若干channel元素，每个channel元素使用id属性唯一标识。channel元素下的logo标签存储频道台标图片URL，channel元素下的name标签存储频道名称。

节目单信息的XML结构图如图3-4所示：

图 3-4 节目单信息XML结构图

根节点document下包含一个schedule元素，属性channel\_id表示该schedule元素的频道id。schedule元素下包含若干event元素，每个event元素使用属性id唯一标示，标示一个电视节目的信息，数据库中节目的增删均根据该id进行。event元素下的start\_time标签和end\_time标签分别存储该节目的起始时间与结束时间，title标签存储该节目的节目名称，program\_id为标示该节目的唯一id，air\_type为该节目的播放类型（仅支持综艺栏目），其中序号0代表位置，序号1代表直播，序号2代表首播，序号3代表重播。

## 回看录制系统的设计与实现

### 系统设计

回看录制系统根据EPG同步服务器模块提供的EPG信息，将直播源传入的直播流切分成对应的视频文件存入本地的流媒体服务器中，同时，将对应的视频信息存入设计好的数据库中以供客户端播放的时候读取。除此之外，还需设计一个管理系统，控制节目录制的开始于停止，以及录制节目频道的添加与删除。系统流程图如图3-5所示：

图 3-5 回看录制系统流程图

由图可知，回看录制系统发送命令给回看录制核心程序，回看录制程序按照EPG信息将直播源切分成视频文件存入http服务器中。同时将视频信息存入数据库中以供客户端播放的时候读取对应的视频文件。http服务器充当支持HLS协议的流媒体服务器。

### 回看录制管理软件的设计与实现

对系统进行基本的需求分析之后，可知该管理软件至少应该具有如下功能：（1）系统管理员可以添加直播频道的信息。（2）系统管理员可以删除直播频道的信息。（3）系统管理员可以编辑直播频道的信息。（4） 系统管理员可以启动回看节目的录制。（5）系统管理员可以停止回看节目的录制。（6）系统管理员可以监控回看节目的录制情况。

通过对系统需求的分析，可以确定该系统的参与者即为系统管理员。可以确定系统中有如下用例存在：（1）Add Channel Info（添加直播频道信息）：本用例提供了添加直播频道信息的功能。（2）Delete Channel Info（删除直播频道信息）：本用例提供了删除直播频道信息的功能。（3）Edit Channel Info （编辑直播频道信息）：本用例提供了编辑直播频道信息的功能。（4）Start Replay（启动回看节目录制）：本用例提供了启动回看节目录制的功能。（5）Stop Replay（停止回看节目录制）：本用例提供了停止回看节目录制的功能。

系统用例图如图3-6所示：

图 3-6 回看录制管理软件系统用例图

定义完系统需求，就可以根据系统需求来识别系统中存在的对象了。系统对象的识别可以通过寻找系统域描述和需求描述中的名词来进行。从这些对象中筛选，如果有与该对象相关的身份和行为，那么就应该为之创建类。（1）类Channel：类Channel代表直播频道的信息。直播频道的信息包括频道的唯一id、名称、直播流的地址。类Channel应该具有下列私有属性：channel\_id代表直播频道的唯一id。channel\_name代表直播频道的名称。url代表直播流的地址。active代表该对象的激活状态。start代表回看节目的录制状态。Channel的公共操作包括如下：query方法查询是否存在对应的直播频道信息。update方法更新直播频道信息的内容，如改变频道名称，直播流地址以及激活状态和录制状态。（2）类Program ：类Program代表回看节目的信息。 类Program的公共操作包括如下：add方法增加一条回看节目信息。delete方法删除指定的回看节目。

系统管理员与系统需要交互，一个用户友好的系统通常都采用直观的图形化界面，因此需要定义系统的用户界面类。

（1）类TSTable：TSTable是系统的主界面，为一个显示直播频道信息的列表。每一行显示的是直播频道信息，其中包括直播频道的id、名称、直播流的地址，回看录制机ip等信息。每条信息都提供编辑删除按钮。点击按钮上便可以编辑或删除该条信息。同时，每条直播频道信息都有一个录制按钮，当按下录制按钮时，启动回看录制程序。再次按下停止。界面如图3-7所示：

图 3‑7 回看录制管理软件系统主界面原型图

公共方法如下：newTSTable方法创建系统主界面。edit方法编辑对应的直播频道信息，当按下“编辑”按钮时，该方法被调用。delete方法删除对应的直播频道信息，当按下“删除”按钮时，该方法被调用。addChannel方法添加一条新的直播频道信息，当按下“添加”按钮时，该方法被调用。start方法启动录制，当按下“录制”按钮时，该方法被调用。stop方法停止录制，当处于录制状态按下“录制”按钮时，该方法被调用。

（2）类AddDialog：界面类AddDialog是用来添加一条新的直播频道信息。当按下TSTable中的“添加”按钮时，对话框AddDialog弹出，管理员填写相关的直播频道信息，点击“提交”按钮，便可将该条信息添加到系统数据库中并显示出来。界面如图3-8所示：

图 3-8 添加对话框界面原型图本

类AddDialog具有如下方法：newDialog方法负责创建添加窗口。add方法用于添加录制频道信息。当添加窗口被提交时，该方法被调用。

（3）类EditDialog：界面类EditDialog的功能与AddDialog较为相似，用来重新编辑一条直播频道信息。当按下TSTable中的“编辑”按钮时，弹出EditDialog对话框。管理员修改相关的信息，点击“提交”按钮，便可以修改该条直播频道信息。

类EditDialog具有如下方法newDialog方法用于创建编辑窗口。edit方法用于编辑录制频道信息，当编辑窗口被提交时，该方法被调用。

添加直播频道信息的时序图如图3-9所示：

图 3-9 添加直播频道信息时序图

当要添加直播频道信息时。管理员发送add消息给类TSTable，类TSTable又发送newDialog消息给类AddDialog，即类AddDialog的方法被调用，创建用于添加直播频道信息的对话框。管理员填写必要的信息之后提交信息，类AddDialog的方法add被调用，发送消息给Channel类，首先调用Channel类中的query方法，确认数据库中是否存在该条信息，如若存在（若不存在，则显示提示信息），则调用add方法，更新并激活该条信息。

编辑与删除直播频道信息的流程与添加直播频道信息的流程类似。不同的是TSTable所调用的方法分别为edit与delete方法。

启动与停止录制回看视频的时序图如图3-10所示：

图 3-10 启动与停止录制回看视频的时序图

当要启动或停止录制回看视频时，管理员发送send消息给类TSTable，类TSTable通过当前显示状态判断是进行启动还是停止操作，接着，类TSTable发送start或者stop命令给管理服务器，最后管理服务器发送start或者stop命令给远程的回看录制服务器。最后回看录制服务器返回程序执行的结果，并显示在用户界面上。

除了管理回看节目的管理与启动之外，本软件还要负责提供一套供客户端播放器进行播放的数据接口。接口定义如下：

function get\_channels()

function get\_videos(string channel\_id,int day)

其中，函数get\_channels返回当前所有可用的频道信息。函数get\_videos则返回指定天数的回看视频信息。客户端获取数据时使用该数据接口调用顺序如下：首先，调用get\_channels函数，该函数将返回所有数据库中active项等于1的直播信息，接着，客户端遍历所有的直播频道，在每个直播频道中使用get\_video函数获取最近7天的回看节目信息，返回的数据中，如果字段finished为1，则显示在界面上待用户点击观看。

### 数据库设计

本系统共有两个实体类，即类Channel与类Program。类Channel与类Program为一对多的关联关系。

根据已有需求，建立数据库模型。数据库的逻辑模型如图3-11所示。本系统使用关系型数据库存储和管理数据。关系表的UML符号用衍型为<<retional table>>的类符号表示，带有衍型<<pk>>的属性代表主键，带有<<fk>>的属性代表外键。

图 3-11 数据库逻辑模型图

本系统数据库共有两个表，channel中表包含了所有频道的数据。其中“channel\_id”为描述频道的唯一id，“channel\_name”为频道名字，“rtmp\_url”为直播流的url地址，“active”为激活标志，“start”为是否启动录制回看节目的标志。program存储所有回看节目的数据，其中“channel\_id”为描述频道的唯一id，“start\_time”与“end\_time”为回看节目的起始时间与结束时间，“url”为录制节目的url地址，“finished”为录制成功的标志位，”title”为回看节目的名称。

channel表与program表为一对多的关系。channel表与program表之间的一对多关系通过在表program中插入外键“channel\_id”以匹配channel表中的“channel\_id”来模拟。

### 回看录制模块的设计

在图3-7中，我们看到，系统管理员在回看管理软件中，点击“启动”按钮时，管理服务器会发送一条命令给回看服务器，此时，回看服务器便把指定的直播源根据EPG信息录制成回看视频文件并存放在回看服务器中。由此我们知道，回看服务器的主要功能便是从直播流中录制可供用户观看的电视节目。首先，回看服务器先从EPG同步服务器中将对应的EPG信息存储在本地数据库中，接着，回看服务器从指定的流中录制视频，并根据实时的EPG信息生成回看视频文件，最后将生成的回看视频信息写入数据库中以便用户进行观看。

从图中我们可以看到，实现回看服务器的关键便是从指定流中录制视频这一过程，既要考虑程序运行的稳定性、又要考虑生成视频格式的兼容性等等问题。在开发过程中，一共实现过以下三个方案:

第一种方案：将rtmp直播流录制成flv文件存储在本地http服务器。流程图如图3-12所示：

图 3-12 回看录制程序流程图1

初次启动录制时，程序以channel\_id作为运行参数，以达到录制相应频道节目的目的。创建文件目录和程序运行日志，目录存在则跳过次步骤，如果目录不存在则创建相应目录。根据channel\_id从channel表中获取RTMP码流地址并测试码流是否获取正常。如果测试失败则将数据库中运行状态和主进程号写0并终止程序，如果测试通过则将主进程号和运行状态1写入数据库并将进行下一步操作，从节目单接口获取跟channel\_id相对应的XML格式节目数据，然后将其中有用的部分进行解析和处理后保存在数据库中。然后根据channel\_id和当前系统时间，从刚刚保存在数据库的program表中找到符合当前时间的节目并准备开始录制。如果当前时间刚好处在两段节目中间的空档期时，则进入等待状态直到节目播出时间后再准备开始录制。

到达节目录制时间后，程序为当前节目文件创建临时文件名dump.flv和随机文件名变量，这是因为直接抓取的直播流数据文件没有节目的时长信息，在页面播放器中播放节目时会造成无法拖动的问题，所以每个节目录制时先以临时文件名dump.flv保存，待录制结束后注入元数据并生成最终的节目文件，然后删除临时文件。

然后再次以当前channel\_id及日期创建文件夹和子文件夹，目的是解决节目循环录制过程中遇到日期变化的问题，如果文件夹已存在则跳过该步骤，创建当前节目文件的保存路径变量，创建码流录制命令变量，创建元信息注入命令变量，创建节目录制子进程变量，创建进程组号变量，完成上述操作后，开始录制节目文件。

录制节目进行中，每隔60秒进行节目剩余时间判断及码流判断，如果判断出现码流不正常，则跳出该录制子进程并重新开始录制，直到码流恢复正常为止。如果码流正常则继续录制，节目结束前60秒停止判断。结束后进行元信息注入并保存节目文件，删除临时录制文件，删除724小时前的节目单信息和节目文件，将录制好的节目地址及完成状态写入数据库中，结束录制子进程。完成上述步骤后重新回到读取节目单信息的步骤，从节目单接口更新节目单数据，然后读取一条合适的节目信息并开始录制循环。如果节目单出现更新问题，无法获取新的节目单，则每隔30秒重试1次，共5次。5次获取节目单信息失败后程序等待30分钟再次重试5次，直到节目单接口能够正常获取数据为止。为了优化程序结构，便于管理维护，将录制部分的程序分为三个模块，分别为录制脚本模块rtmpdump、数据库管理模块db\_manager以及关闭脚本模块kill。

第二种方案：将hls直播流中的ts文件重组，以m3u8索引文件的格式存储在本地http服务器中。由于hls直播流由一个个长度为10秒的ts文件组成。对ts文件进行简单拼接，存储在本地。再生成对应的m3u8文件，即可完成对直播视频的录制任务，流程图如图3-13所示：

图 3-13 回看录制程序流程图2

初次启动录制时以程序输入的channel\_id作为参数，以达到录制相应频道节目的目的。创建文件目录和程序运行日志，目录存在则跳过，日志如果存在则从最后一行开始记录。根据channel\_id从channel表中获取RTMP码流地址，将RTMP码流地址映射为对应的hls码流地址并测试码流是否获取正常，如果测试失败则修改数据库中该频道的录制状态并终止程序。如果测试通过则进行下一步操作。程序创建一个新的进程，将原来长度为10秒的ts文件拼接，生成全新的长度为60秒的ts文件并存储在本地。与此同时，程序主进程每隔三十分钟对服务器中所有进行录制的频道进行如下操作：（1）从EPG同步服务器中更新最新的EPG信息到服务器中。（2）根据数据库中的EPG信息与本地存储的ts文件，生成对应的m3u8文件以供用户观看。（3）删除本地文件系统中陈旧的视频节目。

第三种方案：将UDP流文件录制成ts切片，以m3u8索引文件的形式存储在本地http服务器中。与方案二不同的是，视频录制的源的网络传输协议从HLS变成了UDP。

在经过大量的测试得知，对于节目时长过长的节目来说，方法一中使用RTMP录制下来的FLV文件往往过大，这使得在网络传输中造成了不必要的带宽浪费。FLV文件无法在苹果公司的iOS平台浏览其中进行播放，影响了系统的兼容性。且方法一中录制程序繁琐，给服务器造成很大的负担。方法二将视频格式由FLV变成了ts格式，解决了兼容性问题。将录制程序放到一个单独的线程中运行，使程序更加稳定。但是由于其录制过程会产生累计误差，导致录制时间与系统时间偏移较大。因此最终选用方案三中的方式进行录制。

### 回看录制模块的实现

回来看服务器中的录制程序使用Python3.5进行编写，服务器选用flask框架用于与管理服务器进行通信。程序模块图如图所示：

录制程序共分为HTTP服务器模块，数据库模块，EPG更新模块，日志模块以及主录制模块

（1）服务器模块

服务器模块主要负责创建HTTP服务器与管理服务器通信。接收管理服务器发送来的录制信息并返回录制程序的状态。

服务器模块的主要方法如下。

def status()

def start()

def kill()

当管理服务器请求录制程序状态时，status方法返回指定节目的录制状态，如“运行中”、“已停止”、“发生错误”等等。

当管理服务器发来开始录制请求时，该方法根据所请求的参数分别调用start和kill方法启动和停止节目的录制。

（2）数据库模块

数据库模块主要负责数据库相关操作。服务器模块包含的主要方法如下：

def get\_udp\_port(channel\_id)

def set\_start(channel\_id,active)

def get\_available\_program(channel\_id,START\_TIME)

def delete\_program(channel\_id):

def insert\_program(event\_id, channel\_id, st, et, title)

def delete\_expire\_program(channel\_id,expire=8)

函数get\_live\_url主要负责根据输入的channel\_id参数获取udp流端口信息信息。如果获取成功，则可以监听本机的该udp端口获取到待录制的视频流。函数set\_start函数负责设置指定channel\_id的录制状态，其中0代表未运行，1代表运行中，2代表已运行。函数get\_available\_program函数负责获取当前可用的epg信息用于生成相应的m3u8文件。函数delete\_program负责删除指定频道未录制的epg信息以便更新最新的epg信息。函数insert\_program负责添加指定channel\_id的epg信息。函数delete\_expire\_program用来删除陈旧的epg信息，默认的过期时间为8天。

（3）EPG更新模块

EPG更新模块主要负责定时更新EPG信息。因为电视节目是处于不断变化之中的，所以存储在数据库之中的EPG信息也需要不断的更新。EPG模块的主要函数update伪代码如下所示:

首先，函数update根据输入的channel\_id参数像EPG服务器中请求对应的epg信息。如果获取失败则返回。接着删除数据库中未录制的EPG信息。最后解析获取到的新的EPG信息，遍历所有EPG信息，如果该EPG信息的结束时间大于系统当前时间，则将该条epg信息添加到数据库。

（4）日志模块

日志模块提供了通用的日志系统。底层调用python的logging模块，该模块提供不同的日志级别，还可以方便的调整日志文件输出的内容。日志模块进一步的对logging模块进行封装。根据程序的需求建立不同的日志文件，方便随时观察程序运行情况，观察可能出现的问题。日志模块包含的getLogger函数伪代码如下所示：

该函数根据输入的日志文件名初始化一个日志对象。在初始化的过程中分别设置好日志的级别以及日志的显示格式并返回该日志对象。在程序中只需要调用logger的debug函数即可将调试信息打印到日志文件之中。调试过程中将日志设为DEBUG级别，logging模块将输出所有步骤的运行信息，以便开发过程中判断出现问题的步骤。当程序调试完成后，将日志设为INFO级，则DEBUG日志内容不再保存，只留下日常所需的日志信息。

（5）主录制模块

主录制模块负责程序的最核心部分：将UDP流进行切片，生成一个个ts文件，并根据数据库中的EPG信息生成可供回看的m3u8文件。主录制模块核心函数main函数伪代码如下所示：

首先，函数根据传入进来的channel\_id参数，从数据库中获取对应的client\_ip字段，从client\_ip字段中解析出对应的UDP端口，接着，程序进入无限循环中，调用dump()函数将udp流录制为长度为一分钟的ts文件。当出现错误（流断开或者网络异常）时，dump函数返回，更改当前录制状态，延时五分钟之后，继续执行dump函数。由于python的性能限制，并不能用来处理节目的录制，所以dump函数使用速度较快的c语言完成，dump函数的声明如下所示：

int dump(int iPort, char\* channel\_path, int duration);

该函数被调用时，启动一个线程监听iPort端口，接受iPort端口传送来的数据并把其切片成ts文件。生成的文件存放在程序创建的channel\_path文件夹下当前日期的子文件夹下，如果文件夹不存在则创建一个新的文件夹。duration为ts文件的视频时间。当iPort端口没有数据超过一分钟，该函数返回-1。

## 本章小结

本章详细分析了流媒体服务器与回看录制系统的系统结构。介绍了直播流媒体服务器的实现与EPG同步服务器的实现。详细设计了回看录制系统，其中包括回看录制软件的设计、数据库设计以及回看录制模块的设计，并给出具体实现。

# 客户端播放器的设计与实现

## 概述

为了用户能够观看流媒体服务器上的流媒体视频节目，需要设计实现跨平台的视频播放器客户端，使用户能够在不同的终端平台上（如PC、手机，电视机顶盒）都能够流畅的观看电视直播与回看节目。系统需求如下：

（1）支持跨平台播放，用户能够在PC、手机浏览器、手机客户端、电视机顶盒等客户端之中自由选择。

（2）支持选择与流畅播放指定直播节目。

（3）支持显示与流畅播放指定节目最近7天的回看节目。

（4）支持回看节目的快进与快退。

客户端播放器共分为pc网页播放器、手机浏览器播放器，安卓手机客户端播放器以及安卓机顶盒客户端播放器。

## 网页播放器

### 整体结构分析

为了使用户在PC上和手机上都能有良好的播放体验。网页播放器分别设计两款UI界面供用户观看。

网页播放器使用HTML+CSS+JAVASCRIPT语言实现。视频播放框架使用开源的videojs框架以及扩展的videojs-hls扩展插件。videojs是一个几乎兼容市面上所有浏览器的HTML5播放器插件。可以使用CSS轻松定制皮肤。videojs在不支持HTML5的浏览器上自动切换成flash进行播放。支持H.264、FLV等主流视频格式，极大地提高了浏览器对视频播放的兼容性。

### 功能模块实现

（1）视频播放模块

视频播放模块负责控制视频的播放，获取网络流信息到本地，解码后进行播放。videojs的初始化与播放函数如下所示：

在系统初始化加载过程中，调用InitPlyaer函数完成对指定控件的初始化操作。在初始化的过程中制定好播放控件的宽和高。在需要播放视频的时候调用Play函数进行播放即可。

（2）节目信息获取模块

节目信息的获取使用JavaScript开源库zeptojs。Zepto是专门为现代智能手机浏览器退出的 Javascript 框架, 拥有和jQuery相似的语法,大小却比jQuery小很多。使用zeptojs相关的AJAX函数，可以在不跳转页面的条件下轻松的完成数据获取操作。AJAX即“Asynchronous Javascript And XML”，是指一种新型的异步网页开发技术。通过在后台与服务器通过对应的数据协议进行少量的数据交换，AJAX可以使网页实现异步更新。这意味着可以在不刷新整个页面的情况下对网页的某个部分进行刷新，从而改变网页的内容。传统的网页如果需要更新内容，必须重载整个网页页面。使用zepto的getJSON函数获取直播信息过程如下：

首先，程序访问管理服务器的直播频道信息接口。将获取下来的频道信息依次添加到界面上的channel-list列表上，然后在每一条频道信息上添加点击监听。当用户点击每个频道是，调用UpdateChannel函数，程序会访问管理服务器的回看节目信息接口，将最近7天的回看信息下载下来并存储在对应的列表之中。当用户选择日期时，程序将相应回看频道列表的信息添加到回看节目频道列表上供用户点击观看。

## 安卓手机与机顶盒播放器

### 安卓系统组件

安卓系统是Google公司开发的基于 Linux 的开源手机操作系统。其系统采用了软件堆层(software stack，又名软件叠层)的架构[32]。Android系统[架构](http://lib.csdn.net/base/architecture)为四层结构，从上层到下层分别是应用程序层、应用程序框架层、系统运行库层以及Linux内核层。Linux内核层仅提供基本功能其核心系统服务如安全性、内存管理、进程管理、网路协议以及驱动模型都依赖于Linux内核。系统运行库是应用程序框架的支撑，是连接应用程序框架层与Linux内核层的重要纽带。应用程序框架层是从事Android开发的基础，很多核心应用程序也是通过这一层来实现其核心功能的，该层简化了组件的重用，开发人员可以直接使用其提供的组件来进行快速的应用程序开发，也可以通过继承而实现个性化的拓展。应用程序层则是构建在最上面的应用程序。

Android四大基本组件分别是Activity、Service服务、Content Provider内容提供者与BroadcastReceiver广播接收器。

（1）Android：Activity组件是系统中最常用、使用最频繁的基本组件。在一个 Android应用程序之中，一个Activity 表示一个可视化的界面，也就相当于是一个单独的屏幕。它是 Android 应用程序的基本功能单元。因为一个应用程序通常包含多个界面，所以大多数的应用程序都会包含多个 Activity类。不同的Activity之间使用Intent进行通信。Intent负责对操作的动作、动作所涉及到的数据以及附加的数据进行描述。系统则根据此Intent的描述，找到相对应的组件，并将 Intent传递给应该调用的组件，并完成组件的调用。因此，Intent在这里起着一个媒介的功能，在组件之中传递有用的信息。

（2）Service组件是一个没有用户界面的在后台运行执行耗时操作的应用组件。Service组件不需要与用户进行交互，它是一个没有时间限制的运行在系统后台的服务。其他应用组件能够启动Service，并且当用户切换到另外的应用场景时，Service将持续在后台运行。Service可以在后台处理一系列耗时操作如网络操作、播放音乐、操作文件I/O或者与内容提供者（Content Provider）交互等。

（3）Broadcast Receiver是为了实现广播接收而提供的一种组件。Android系统在运行的过程中，会产生很多事件，比如开机、电量改变、收发短信、拨打电话、屏幕解锁等。系统在产生某个事件时发送广播，应用程序使用广播接收者接收这个广播，就知道系统产生了什么事件。

（4）Content Provider组件主要用于在Android 应用程序间共享数据。ContentProvider把应用中的数据共享给其他应用访问，其他应用可以通过ContentProvider对指定应用中的数据进行操作。整体结构实现

为了使终端用户可以随时随地的观看视频节目，使用Android Studio制作安卓手机与安卓机顶盒的客户端应用程序。

该应用程序整体机构设计如图所示如图4-1所示：

图 4-1 安卓客户端应用程序模块图

共分为三大模块，分别为视频播放模块、视频信息获取模块以及UI界面模块。其中，视频播放模块包括播放显示模块和播放控制器模块，播放显示模块负责将视频从网络上获取下来进行解码并显示在屏幕上。播放控制模块则负责显示当前视频节目的播放进度并控制其跳转与快进快退。视频信息获取模块负责从管理服务器提供的数据接口中提取相应的视频信息，传送给UI界面模块。UI界面模块负责显示节目信息以及控制视频节目的播放。

### 功能模块实现

安卓客户端的整体架构如图4-2所示。MainActivity为应用程序入口。MainActivity内包含类VideoView、类SidebarFragment、类ReplayController、类InfoFragment以及类ErrorFragment所生成的对象。视频播放模块由类VideoView实现，内部包含类MediaPlayer和类MediaController。MediaPlayer负责视频的解码与显示，MediaController负责视频的播放控制（如快进、快退）。视频信息获取模块由类FetchInfoTask实现，类FetchInfoTask将服务器上提供的直播与回看视频的信息获取下来，存入相应的数据结构之中，以便显示模块的显示和播放模块的播放。UI显示模块由SidebarFragment、ReplayController、Infofragment以及ErrorFragment实现。其中，SidebarFragment用于显示视频节目信息，ReplayController用于显示回看视频进度条，InfoFragment用来显示直播频道信息，ErrorFragment用来显示播放错误界面。

图 4-2 安卓客户端应用程序架构图

程序启动时，在MainActivity类中的onCreate方法中初始化各个模块组件。使用MainActivity中的FragmentManager将创建好的Fragment添加进MainActivity的界面中，并将各个Fragment隐藏。接着初始化VideoView组件用来进行视频的播放。初始化VideoView的步骤如下：（1）加载视频解码so库。（2）注册视频播放完成与视频播放失败的监听函数。（3）播放默认的视频节目。

此时，应用程序播放默认的电视直播节目。当使用遥控器按下上方向键或者下方向键时，程序执行切换直播频道的操作同时显示InfoFragment显示当前直播频道名称并在两秒后隐藏。当按下确定键或者右方向键时，SidebarFragment显示出来并获得焦点。此时可以在SidebarFragment中进行频道选择的或者回看视频选择的操作。在播放回看视频的状态下，使用遥控器按下左方向键或者右方向键时，程序将ReplayController界面显示出来并执行快进快退的操作。

在MainActivity中，实现了SidebarFragment的PlayVideoCallBack接口，用于SidebarFragment与MainActivity之间的通信。其中包括播放视频、视频跳转以及按键监听等操作。当程序退出即MainActivity销毁时，MainActivity中的onStop函数将会被调用，在onStop函数中，释放与VideoView组件相关的资源，以防发生内存泄漏。

视频播放模块、数据获取模块以及UI显示模块的实现如下：

（1）视频播放模块

安卓客户端中的视频播放使用VideoView实现，内部封装MediaPlayer进行视频的播放的控制。视频的解码由开源解码器FFmpeg实现。MediaPlayer的状态转换图如图4-3所示：

图 4-3 MediaPlayer状态转换图

这张状态转换图清晰的描述了MediaPlayer的各个状态，也列举了各个状态之间的转换关系。每种方法只能在一些特定的状态下使用，如果使用时MediaPlayer的状态不正确则会引发IllegalStateException异常。

Idle状态：当程序使用new方法新建了一个MediaPlayer对象或者调用了其reset方法时，该MediaPlayer对象处于idle状态。new方法和reset方法的一个重要差别就是：如果在idle状态下程序调用了seek等方法（等于出现了错误的函数调用时机），通过reset方法进入idle状态的话，OnErrorListener.onError方法将会被调用，并且MediaPlayer会进入Error状态。如果是通过new方法新建的MediaPlayer对象，程序则并不会触发onError错误，也不会进入Error状态。

End 状态：程序通过调用release方法可以进入End状态。只要MediaPlayer对象不再被调用，就应当通过release方法，释放掉相关的程序资源。如果MediaPlayer对象通过release方法进入了End状态，则不会再进入MediaPlayer所包含的其他状态了。

Initialized 状态：该状态表明要播放的文件已经被设置好。MediaPlayer通过调用setDataSource方法就进入此状态。

Prepared 状态：MediaPlayer初始化完成之后，程序还需要通过调用prepare方法或或者prepareAsync方法。其中prepare方法是同步的而prepareAsync方法是异步的。进入Prepared状态之后，说明MediaPlayer没有发生错误，可以进行后续的播放操作。

Preparing 状态：Prepare状态表示MediaPlayer正在准备准备中，通过prepareAsync方法进入该状态，如果prepareAsync方法调用完成之后，程序将会触发onPrepared回调函数，从而进入Prepared状态。

Started 状态：MediaPlayer如果一切准备就绪，便可以调用start方法进行播放。程序通过调用start方法进入Started状态。程序可以使用isPlaying方法测试MediaPlayer是否处于Started状态之中。如果程序设置了循环播放，那么在播放结束时，MediaPlayer仍然会处于Started状态并且继续播放视频。同样的的，如果在Started状态下程序调用了seekTo方法或start方法，都可以让MediaPlayer继续停在Started状态。

Paused 状态：在Started状态下，程序调用pause方法可以暂停播放器的播放，从而使MediaPlayer进入Paused状态。播放暂停后，再一次调用start方法便可以继续M播放器的播放，进而转到Started状态。暂停状态时，程序可以调用seekTo方法，这时MediaPlayer依然处于Paused状态。

Stop 状态：当程序调用stop方法时，MediaPlayer便从Started状态或者Paused状态转到Stop状态。而处于Stop状态的MediaPlayer如果想要重新进行播放，需要通过调用prepareAsync方法或者prepare方法回到Prepared状态重新开始，才可以重新进行播放。

PlaybackCompleted状态：如果程序没有设置循环播放，且视频正常播放完毕，则MediaPlayer进入PlaybackCompleted状态。OnCompletionListener中的的onCompletion方法也会被触发。在该状态下，可以调用start方法继续重新从头播放视频文件。也可以使用stop方法停止MediaPlayer。或者使用seekTo方法来重新指定播放的时间位置。

Error状态：如果由于某些原因，MediaPlayer发生了一些错误，程序将会触发OnErrorListener中的onError事件。此时MediaPlayer便进入了Error状态。在Error状态中，程序可以及时捕捉并妥善处理这些错误。在Error状态中，调用reset方法可以使MediaPlayer重新回到Idle状态，进而重新播放视频文件。

MediaPlayer底层调用开源视频编解码软件FFmpeg进行视频解码。

FFmpeg解码线程创建图如图4-4所示：

图 4-4 FFmpeg解码线程创建图

FFmpeg视频解码过程分为网络数据读取与视音频解码与播放两个步骤。在解码开始时，程序首先创建了两个线程，分别为video\_refresh线程与read线程。video\_refresh线程为视音频同步显示线程，read则为数据读取线程。在read线程中，程序又创建了video线程与audio线程分别用于视频信息与音频信息的解码。

在网络数据读取线程中，程序首先分别初始化一个音频队列和一个视频队列，读取线程将获取到的音频帧和视频帧分别压倒队列中以便进行解码与播放。接着读取线程调用FFmpeg中的avformat\_open\_input函数判断视频源格式，调用avformat\_find\_stream\_info函数解析流并找到相应解码器，调用stream\_component\_open创建音频和视频的解码线程。最后程序循环调用av\_read\_frame函数，将视音频信息从视频流中读取出来。

在video线程和audio线程中，程序从视音频队列中取出帧信息，调用decoder\_decode\_frame函数进行视音频的解码。解码后放入相应的队列中，由jni调用上层java函数进行播放。

类MediaController负责进行播放控制，如快进、快退、全屏等操作。类MediaController对象初始化时，首先调用initFloatingWindowLayout方法和initFloatingWindow方法初始化整个窗口的布局。接着调用setMediaPlayer方法指定播放器，调用setAnchorView方法指定播放视图（VideoView）。在setAnchorView方法中，使用makeControllerView方法初始化播放控制视图。播放控制视图中一共包括三个控件：第一，控制播放开始和暂停的开始/暂停按钮。第二，控制播放进度的进度条控件。第三，切换全屏显示的全屏按钮。在手机播放器客户端中，当用户点击播放界面，会弹出播放控制条。用户可以通过开始/暂停按钮控制视频的播放，通过播放进度条改变视频的播放进度。当用户按下全屏按钮是，可将视频变换为全屏播放。

（2）视频信息获取模块

该模块使用异步任务AsyncTask实现。当一个应用程序第一次启动时，安卓程序会创建一个的主线程（Main Thread），该主线程主要负责处理和UI相关的事件，比如用户的按键事件和接触屏幕的事件以及屏幕的绘图事件等等，并把一系列相关的事件分发到对应的组件中进行处理。主线程通常又被叫做UI线程。在开发安卓应用时，程序必须遵守单线程模型的原则。由于Android中的UI操作并不是线程安全，所以必须在主线程中执行相应的UI操作。如果在非UI线程中直接进行UI操作，程序则会抛出异常。由于UI线程主要负责事件的监听和绘图，为了达到良好的用户体验，程序必须保证UI线程能够随时响应用户的需求，因此，UI线程里的操作都应该简单且耗时短。一些费时的操作（如网络连接、文件读取等）需要在新建的线程完成，否则，如果UI线程长时间没有响应用户的请求，应用程序便会弹出对话框，提醒用户终止该应用程序。

为了不再主线程中执行耗时的信息获取操作，我们使用安卓提供的AsyncTask异步任务异步地获取信息，程序结束之后再讲结果返回给主线程。使用异步任务获取到直播与点播的视频信息之后，需要把信息存入对应的数据结构之中。

程序中的模型类Channel代表直播频道的信息。类DateInfo代表会看日期对象，类ReplayVideo代表会看节目的视频信息。每个Channel对象维护一个长度为7的DateInfo列表，分别代表最近7天的回看节目容器，列表中的每个DateInfo对象中维护着一个ReplayVideo的列表，列表中存储着当天的回看节目信息。

在AsyncTask中的doInBackground方法中，执行信息获取的操作，首先，执行FetchChannels方法得到所有直播频道的信息，存储在全局的Channel列表中。如果执行成功，则执行FetchVideos方法，遍历所有频道，获取每个频道最近7天的视频回看信息，并存储在各个Channel对象中对应日期的ReplayVideo列表中。

（3）UI显示模块

UI显示模块主要负责显示直播频道与回看节目的列表信息。程序中使用RecyclerView显示相应的列表信息。RecyclerView是Android L版本中新添加的一个用来取代ListView的SDK,它的灵活性与可替代性比ListView更好。RecyclerView的基本结构如图4-5所示:

图 4-5 RecyclerView基本结构图

对于ListView来说，通过创建ViewHolder来提升性能并不是必须的。因为ListView并没有严格的ViewHolder设计模式。但是在使用RecyclerView的时候，Adapter必须实现至少一个ViewHolder，必须遵循ViewHolder设计模式。ListView只能实现垂直线性排列的列表视图，与之不同的是，RecyclerView可以通过设置RecyclerView.LayoutManager来定制不同风格的视图，比如水平滚动列表或者不规则的瀑布流列表。在ListView中针对不同数据封装了各种类型的Adapter，比如用来处理数组的ArrayAdapter和用来展示Database结果的CursorAdapter。在RecyclerView中必须自定义实现RecyclerView.Adapter并为其提供数据集合。

以初始化ChannelRecyclerView为例，首先，创建数据封装类ChannelHolder，类ChannelHolder中包含每个列表项应该显示的视图。接着创建适配器类ChannelAdapter，类ChannelAdapter将数据模型与显示界面绑定在一起。在类ChannelAdapter中，需实现onCreateViewHolder与onBindViewHolder两个方法。方法onCreateViewHolder负责在程序初始化的时候，创建ViewHolder并加入内存中。方法onBindViewHolder负责在显示的时候，将数据与ViewHolder绑定。最后，初始化ChannelRecyclerView对象，将ChannelAdapter与ChannelRecyclerView绑定，对应的直播频道节目信息就会显示在应用程序界面上。

## 本章小结

本章详细介绍了各个客户端播放器的设计与实现。分别详细设计了适合PC与手机浏览器播放的网页播放器和适合安卓手机和机顶盒播放的安卓播放器应用程序。在网页播放器中使用videojs作为播放库，保证了视频播放在各个浏览器上的兼容性。在安卓播放器应用程序中，使用FFmpeg软解码，保证了视频播放在各个安卓系统之中的兼容性。

# 系统测试与分析

## 系统功能测试

系统测试是将计算机硬件、软件、外设、网络等其他元素结合在一起，进行信息系统的各种组装测试和确认测试。通过与制定的系统需求相比较，系统测试发现所开发的系统与用户需求不符或矛盾的地方，从而提出更加可靠的方案并且加以改进。

系统测试的任务是尽可能彻底地排查出程序中的错误，提高软件系统的可靠性。目前测试仍然是保证系统质量的关键步骤。它是对系统需求规格、设计和编码最后的验证、复审。系统测试集中反映了人们心理上、技术上、经济上对系统的认识，这种认识在很大程度上又影响了系统的设计。 实验室邀请多人次长期对本系统进行功能测试。在测试的过程之中发现了一些系统漏洞，但均通过重新修改源程序将其弥补。近一步的系统测试将在今后的用户使用阶段来完成。

### 服务器系统功能测试

测试使用硬件平台如下：CPU使用Intel i7处理器，硬盘使用1T SCSI硬盘。网卡使用1000m网卡，与IEEE 802.1p标准兼容。服务器软件平台如下：操作系统使用Ubuntu 16.04，流媒体服务器使用开源流媒体服务器srs，http服务器使用开源HTTP服务器nginx。

管理服务器页面如下图5-1所示：

图 5-1 管理服务器页面效果图

分别对管理软件各项功能模块进行详细的反复测试。实践证明管理系统可以达到添加、编辑、删除直播频道信息以及控制回看节目录制等功能。性能稳定，出错后能够及时反馈。提供详细的系统日志以便于寻找潜在的问题。

## 服务器压力测试

### srs-bench 简介

srs-bench是一个流媒体服务器负载测试工具，模拟huge并发：2G内存就可以开300k连接。基于states-threads的协程。支持HLS解析和测试，下载ts切片后等待一个切片长度，模拟客户端。支持HLS点播和直播。支持HTTP负载测试，所有并发重复下载一个http文件。可将80Gbps带宽测试的72Gbps。支持RTMP流播放测试，一个进程支持5k并发。支持RTMP流推流测试，一个进程支持500个并发。

### 压力测试结果分析

使用srs-bench进行服务器的压力测试，分别进行100路、500路、1000路并发测试。实验结果显示，流媒体服务器满足性能要求。

对点播服务器进行16路录制测试，实验结果显示，CPU占用率只有3.1%。而使用RTMP作为直播员的录制框架CPU占用率则高达35.3%。可见使用UDP协议作为直播源进行录制的软件架构，性能相比使用RTMP作为直播源的软件架构，性能提升了1000%。

## 客户端播放器功能测试

将客户端测试机与直播点播流媒体服务器构建在同一局域网内，确保可以访问到流媒体服务器。

使用手机浏览器登录URL地址为http://tv.com/replay/replay/index.html的网页。效果如图5-2所示：

图 5-2 手机客户端页面效果图

图5-2（a）为播放主界面，点击直播标签切换至直播页面，点击回看标签则切换至回看页面。图5-2（b）为回看节目列表，列出当前日期的所有回看节目信息。图5-2（c）为频道列表，列出当前所有可选的电视频道，用户点击可以切换不同的频道进行观看。

使用PC浏览器登录URL地址为http://tv.com/replay/pc/index.html的网页，效果如图5-3所示：

图 5-3 PC客户端页面效果图

使用安卓手机安装本课题开发的apk应用程序，指定好管理服务器的ip地址。应用程序界面如图5-4所示：

图 5-4 安卓客户端界面效果图

图5-4（a）为播放主界面，滑动屏幕可以在直播和回看两个选项卡中来回切换。图5-4（b）为回看界面，底部的列表列出当前日期的回看节目列表。图5-4（c）为全屏播放界面，当点击全屏按钮或者屏幕横置时，可进入全屏页面。

使用安卓机顶盒安装本课题开发的APK应用程序，指定好管理服务器的ip地址。应用程序界面如图5-5所示：

图 5-5 安卓机顶盒客户端界面效果图

初次进入程序，客户端播放器会自动播放直播节目，使用遥控器按下确定键或者右方向键，进入频道选择菜单。选择对应的直播频道，继续按下右方向键可以进入回看节目菜单。选择对应的选项即可观看回看节目。在观看回看节目时，按下左右方向键可进行快进快退选择。在观看直播节目时，按下上下方向键可进行直播频道的选择。

## 本章小结

本章对系统进行了一系列的功能测试以及压力测试。对回看录制管理软件进行详细的系统测试，保证功能的完善与稳定。对流媒体服务器进行压力测试，确保流媒体服务器运行稳定。最后对客户端播放器进行功能测试，保证播放器在不同的系统下均可以流畅播放视频节目。

# 结论与展望

## 工作总结

本文首先介绍了如今市场上流媒体现今的发展现状以及发展趋势。随着上高清电视显示器的普及、视频编码压缩效率的提高、以及网络传输速度的提升，通过互联网观看电视直播节目成为了可能。为了满足普通用户通过互联网观看电视直播节目的需求，本课题实现了将电视信号转化为网络流的流媒体服务器，并在此基础上进一步实现了回看录制系统。本文对RTMP以及HLS协议、流媒体服务器、以及客户端软件开发进行了深入的研究，并做了如下工作：

（1）在Linux系统之上编译并部署了简单可靠的流媒体服务器，使之将电视节目信号变为流媒体供客户端用户观看。

（2）实现了一套回看录制系统，该系统使用Python语言实现，将电视直播源根据EPG信息录制成视频文件，并存储在本地HTTP服务器供客户端观看。

（3）详细比较的RTMP与HLS协议各自的优缺点：RTMP协议的延时较小，但是播放时必须借助FLASH插件，消耗系统资源较多且兼容性较差。HLS协议兼容性较好，但是延时较大。相比之下，我们在PC端选择RTMP协议进行播放而在移动端我们则选择HLS协议进行播放。在回看录制系统的方案选择过程中，出于对系统性能的考虑，使用UDP传输TS流作为直播源进行回看节目的录制。

（4）实现了多平台的客户端播放器。保证了普通用户可以在任何终端之下观看视频节目。其中分别实现了PC和手机端的网页播放器客户端，以及安卓手机和机顶盒的播放器客户端。在安卓系统平台上，我们使用FFmpeg进行对视频进行软解码并播放，以保证播放器在安卓系统上的兼容性。

## 后期展望

由于网络直播近年来的爆炸式增长，基于流媒体服务器的网络直播需求必定会越来越多。本文所开发的电视节目直播与回看录制系统满足了普通用户通过互联网观看电视直播节目以及回看节目的需求。但是现阶段的系统设计只是针对单个流媒体服务器而言的，一台服务器最多只能支持三千到五千个用户同时观看。

在下一个阶段，为了支持更多的用户同时在线观看，在本课题的基础上，进一步架构一个服务器集群，其中直播流媒体服务器使用Forward方式搭建小型集群，即主服务器把接收到的所有流都发送给从服务器，从而使从服务器也拥有了直播流。最后使用DNS服务器进行负载均衡，使不同来源的IP地址响应不同节点，从而实现流媒体服务器的负载均衡。

由于个人技术有限，该系统架构设计可能有些纰漏，服务器以及可用户端的功能还有一些不完善。望读者批评指正。上述不足，我均会在日后的研究中，努力学习，加以改进。

# 致 谢