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**INTRODUCCION**

Hay muchas formas de ordenar los datos de forma óptima para su análisis, algunas mejor que otras, pero lo importante es saber cual es mas conveniente para cada situación, y por supuesto, utilizar bien el método que se desee emplear. Esto se complica aun mas cuando se ve para que se usaran los datos, y es simplemente registro, si se usaran para ver el promedio de alguna medida u opinión popular, la probabilidad que tiene alguien de conseguir un puesto en una empresa, entre mas usos. En nuestro caso, nuestros datos son de algunos estudiantes que presentaron el ICFES, y nuestro objetivo con estos, es saber la probabilidad que tiene cada estudiante de sacar un buen puntaje en el ICFES, e identificar cuales son los factores en común que tuvieron los estudiantes que obtuvieron un alto puntaje. En este documento explicaremos la razón de porque escogimos el método de ordenamiento “Arboles de decisión”, mostraremos la construcción del árbol, su Matriz de confusión, y plantearemos algunas conclusiones.

**Árboles de clasificación (Pandas-numpy) [VAMOS A ESCOGER ESTE]**

Ganancia de información:

Cuando usamos un nodo en un árbol de decisión para particionar las instancias de formación en subconjuntos más pequeños, la entropía cambia. La ganancia de información medida de este cambio en la entropía.

Comenzar con todos las instancias de formación asociadas al nodo raíz.

Utilizar la ganancia de información para elegir que atributo etiquetar cada nodo con cual.

Construir cada subárbol en el subconjunto de instancias de capacitación que se clasificaran.

Índice de Gini:

Es una métrica para medir la frecuencia con la que un elemento elegido al azar Seria identificado incorrectamente. Esto significa que se debe preferir un atributo con un índice de Gini más bajo.

Ventajas:

Los árboles de decisión son fáciles de interpretar y visualizar y pueden capturar fácilmente patrones no lineales.

Requiere menos preprocesamiento de datos por parte del usuario, por ejemplo, no es necesario normalizar las columnas.

Se puede utilizar para ingeniería de características, como la predicción de valores perdidos, adecuada para la selección de variables.

Se puede utilizar para ingeniería de características, como la predicción valores perdidos, adecuados para la selección de variables.

Desventajas:

Datos sensibles al ruido, puede sobredimensionar los datos ruidosos.

La pequeña variación en los datos puede dar lugar a un árbol de decisión diferente

Están sesgados con un conjunto de datos de desequilibrio, por lo que se recomienda equilibrar el conjunto de datos antes de crear el árbol de decisión.

**Arboles de regresión (Pandas-Numpy)**

Divide el espacio de características p-dimensionales, en M regiones mutuamente distintas que cubren completamente el subconjunto del espacio de características y no se superpone.

Cualquier observación nueva que caiga en una partición particular tiene la respuesta estimada dada por la media de todas las observaciones de entrenamiento.

El objetivo para este algoritmo es minimizar algún tipo de criterio de error.

Deseamos minimizar la suma de cuadrados residual (RSS), una medida de error también utilizadas en la configuración de regresión lineal.

Es demasiada costoso computacionalmente considerar todas las particiones posibles por lo tanto debemos utilizar otro enfoque aquí es donde entra la división binaria recursiva.

La división binaria recursiva aborda el problema comenzando en la parte superior del árbol y dividiendo el árbol en dos ramas, lo que crea una partición de dos espacios.

Limitar el crecimiento de un árbol de decisión se especificará en términos del número máximo de capas, o la profundidad, que puede tener.

La poda del árbol implica probar el árbol original contra versiones podadas de él.

**Decisión de árbol condicional (Random Forest)**

Un bosque está compuesto de árboles. Se dice que cuantos más arboles tenga, más robusto será el bosque.

Crea arboles de decisión a partir de muestra de datos seleccionados al azar, obtiene predicciones de cada árbol y selecciona la mejor solución mediante votación.

Los árboles de decisión individuales se generan utilizando un indicador de selección de atributos:

Ganancia de información

Relación de ganancia

Índice Gini

Es un problema de clasificación, cada árbol vota y se elige la clase mas popular como resultado final. Es más simple y más potente en comparación con otros algoritmos de clasificación no lineal.

Construir un árbol de decisión para cada muestra y obtener un resultado de predicción de cada árbol de decisión

Realizar una votación por cada resultado previsto

Seleccionar el resulto de la predicción con más votos como predicción final

Importancia de las características:

La librería de Python Sklearn proporciona una gran herramienta para esto, que mide la importancia de las características observando en qué medida los nodos de los árboles, que utilizan esas características, reducen la impureza en todos los árboles del bosque.

Ventajas:

Los bosques aleatorios se consideran un método muy preciso y robusto debido al número de árboles de decisión que participan en el proceso.

No sufre el problema del sobreajuste. La razón principal es que toma el promedio de todas las predicciones, lo que anula los sesgos.

Los bosques aleatorios también pueden manejar los valores que faltan.

Puede obtener la importancia relativa de las características, lo que ayuda a seleccionar las características más importantes para el clasificador.

Desventajas:

Los bosques aleatorios son lentos en generar predicciones porque tienen múltiples arboles de decisión.

El modelo es difícil de interpretar en comparación con un árbol de decisión, donde se puede tomar una decisión fácilmente siguiendo la ruta del árbol.

Se decidió Utilizar el árbol de clasificación para el proyecto, debido a que tenía las características mas convenientes para lo que se buscaba

**Desarrollo del árbol**

Se implementaron las librerías de pandas, sklearn, pydotplus y matplotlib, y luego estas mismas se instalan, se importa el archivo, y este se mostrará en pantalla. Después de eso se definen las características y si en base a estas el estudiante tuvo éxito o no. Se define el árbol y se muestra en pantalla, y por ultimo se crea un método que logra que el algoritmo prediga si un estudiante tendrá éxito o no en base a las características que presente.

**Matriz de confusión**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAdwAAADeCAYAAACXHLFKAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAEnQAABJ0Ad5mH3gAAB7ISURBVHhe7Z3Nqx3HmYfvf6FtssvOi7vQ1kvtBIKQXayVMPjuvTIIRXgMFyFMyASGMNyFJUzkkJgsHLIZERJZRgzyMAtnDEMkxI0FGeKZhXOXNd31cbq+q/qrzjn3PD94kM7p6q6qt6vfX1d339NHFxcXoi3PxOnxsTj55DyyDAAA4HKC4QIAADQga7jnn5yI484cT7/wl52LR+8ci+N3Holz5/s0ZlspbANWZU/FM1OPKWfX9/KROOm+89v27J5XTuJt5/hEPHppL2+NaU/fR2+Z7hcnJAAAl4vCDFfNRo/vPXO/n2UK5Rmubc5DOa8t1YYb9kFtf8um+8Wp7J/f/p1oGwAALE7xkrI0MG8mNsxA3bJ11Btu1kwrDTfeVj3D9E8kCrz4zXvi1q1bCd4Tn76IrxcndjIzrV0AALD7lO/hBjOxuaZQa7iFWV6V4abbGs6E2xOczCT6BAAA+0/FQ1OeaUlTmHPJs6Xh6llkii0brt8H2e9ttwkAAFahwnDdy7LzTWE3ZrhTWPaSco/dPvX/XFwAAGB/qTJcY5KnXyxhCmUTnG64ekZrnRDswqXjLPKSfXcyM/vKAQAA7DKVhmvuN/ZMfVhqQG0rbS5VhmvMdWPc1uVj22C1MS81y10eq90720YAAJhLteGah6eWMQU9yzVG02HPmusMt8OYqaaf7cYveVum5pV3trclzMnMrrQHAACWZ7ThYgrLowx3/pUDAADYXcZdUt7le6F7i5p987AUAMDlpspwqy/xwkj0pXVOZAAALj1Zwx0elCo94GTKpeFStE3iAS8AALi01N/DBQAAgMlguAAAAA3AcAEAABqA4QIAADTgMA038TvMAAAAa4HhxpYDAAAsDIYbWw4AALAwGG5sOQAAwMJkDdf8qEVoTNN+IWl4sYD7MgH/Zw1Vvf1vC3svOYjU5//wRvwnEnfx5QXxNkl4axAAwKWjMMPVpuAbgJ4hjv39X9scN2YXeSmCXW6oI2xL8KP/sXZlvtu5Ga55N25sGQAA7DXFS8qxN9kMM1C3bAljpK7RhS+kj5fzXqCQME2/bdGXLkw03Be/eU/cunUrwXvi0xfx9epQJxQ7dxIAAACLUL6HG8xAQ4OsJWXUvimqcvmXJaS2pdpr1lUmFszEd3CGGz0xAACAS0PFQ1OewUqzmvbmoCUNV67TmWacPTNc5yQBAAAuIxWG6xql/P/EmdiShpvalsuyhrvOJeVEGwEA4FJRZbjD/UU1251qDnGTDA2nxnDrZoXxy99mdrwLM1wuJQMAHAaVhmtfwi3NKtPEDFdt1/2uynA3fzKUb4+/Lfn5nZPduKTMpWQAgIOh2nDNw1NTHpYyKPMzxq2JzO7qDFcxnAhYJGa0wzIzY3e31RbVBqfdG6af1AAAwG4y2nDnmJQyUswEAAAOj3GXlGfea8RwAQDgUKky3DGXeHNguAAAcKhkDXe495k2W2Wiplya/lI0hgsAAIdK/T1cAAAAmAyGCwAA0AAMFwAAoAEYLgAAQAMwXAAAgAZguAAAAA3AcAEAABqA4QIAADQAwwUAAGgAhgsAANAADBcAAKABGC4AAEADMFwAAIAGYLgAAAANwHABAAAagOECAAA0AMMFAABoAIYLAADQAAwXAACgARguAABAAzBcAACABmC4AAAADcBwAQAAGoDhAgAANADDBQAAaACGO5lz8eidY3F8PHDyyXmk3EK8fCROZD2n4llsOYSsFLPzT07E8TuPxHlkGRw4esydfhFZlsXPJyfi0ctYuRqeidNuG4vloy9OrXZ13HsWL3coyHhMyykY7iTMwdHQ/A7BcCcnqwRrxEwnn8XamOHZva7tGPt+scQYlmNshwx3g857h264Jg4Tjk0Mdwr6oFp1RnuILG24S9N4v2O4ewiGO5+nt8XR7SPJtV99ZS17LG7L72+Lx3b5raBiPDYWGO4Udt0Y9pUdj2trA8Rw9xAMdz6W4R7deVd89r9m2S4ZbseEq13VhivvW3UbN9g7UyaGbidsyvQ7RA+8sQ0ajz7T2BC7fOiX8QezWt630+1n4lJk4aCKJsrEOn5cg8FsxVGSS8B+Wb/9crnqu2xjzTYTjNvn5hL8QDB+rGU+w7asA97rq5NcamK2KROLUfr76D7XB14swam+JcZRDL/tPlZfVOz7bXvxdfobT77DusN34X6ak/QLLBmzHhm38tiui5lGt3GDf2xK/NyiSOWGKkqGG4yReD7rY+vml3hM3TLxfaKwjr/o8op8VoNtuB3Xfm1muRHDff1cfHx2U1y9o8peuXtNvP3Lz8SL/9PLL16Is/v9suvi7D+ei7NfXBPf67dx5wfiR798Kr412+n57rV4/rvb4ub731N137kqbn5kb8tHxyM2dhJUGK4ZmO5OPf/kdPNZDvB3TsRJH1w9WE66z49elnfQLMwB4Wy/G2z258iBbQbFcFBYB81mXT+Y8QNrYBjMKh7eTogkbNUOP64nyYM1ul1N2CeTeKztWwfqEA/dr5H7aMw+f3bP7WNsn0giMXIxY7HH2qbeXmy9XMzCdpjth4lJxTdlAv5YMUyLrSHb9g6zz90++HWqz36sw/6EbVVlvH23GAvHzDYhr+9hn1S53DEQ9j3SLl2nE9viGK5AH0/xuHft8GIWHOe6rf3xOMQ3Hm+1rjUOYn3aoLeR2Dex8dJ/NzoWxnB/elPc7P99vzNYOcv1DPd/us//1H8OufLhmfjqu34dY7hXxBVtygNXxLt/+FbX+614fHbVW6648uHH4oXdPouxx0jZcLM7X+HscCeJpQ6qHE/Fz27dErdS/PNTXS6/8xWpMn679MHktVMFM5JkCwdVNFFG1iklVJ90eX2ABQeJlyR0G/x4jG1Hz7x9nihTTFZ6vWCfpPpf7pt9wKQPntQ4GoiuW3Hs5Khrexgvd714bPyx7X9WlPs9h0Vjlhjb8X5Oi5nftuj+KY7hCsbGQNc5tFcf937b9HG6aVuirfGx0JMfD6Xx2pvfp+9FcrrhvU+VsRnDPftMfPaLK/L/N3/3ulvfNdynD99Q5e7fF0//qup4/fy+uC7LXBG3n6o6leH2XBXv/tuL7rvOXP9Vr3v2WK538V8/F9e8bV389am4L9d9Q3zwXH/nM3J/Fw23HESvjLNTE4l1CWo6GgzEAXdQ1SWlDYW6aw9Ec/DXxie5L/wDycJZJ9Humn3sM3ef18bIZfx4KvdNb7PfDx2xsZIz9A2RsTYlrjal9dX4KSXmmrGdTqRz+5BlyZilxo5nXlUx89bZ4NSRGBPFMVxBqv4kflvybTPfJ/Nbsv70OOkZm8+SbAy3M8OvtBG+/4F4+p1tuE/FB+/3/z8S7z6x1/9WfPYv6vs3Pu4nZ4PhXv90eADrxW+vD3XYnxNc/21v1HY9horcYFEw3HyADc5BMiH5TqJmUGYGv3vg1SQli8JBFU0aqXV0vDZkYp1MRplYyHVMHxJtmJLkRu1zXa/Tz57aGG0YP56q+mbalyxXd1C5dal10n0pU2p7lXlUjW1VJtg/hhHxHstiMcseX0OMamKmyngxsFB1JMZEcQxXUMhtqfYNbUm0zftext5a3yVWf4UfjMhnSWzDvXgtfv2zfpZ7Rbz9+48twzXme12c/cVd//GZNkq5/mC4asar8A13s06CRoZbl7CcMqXkW6TyknLNwM6UiSUcP2huGYtC3dGYVbR3cwAkBmlyX2QOUGedRBuS283grJPb57pOv0/ROosxWsNw1b4/vneq/43FvvKgsveD/H9k7Iyg1PYa86gb2xWJdC2Willq7Njb7z5XxcxbJ05iTFQc50Uy9av2+9v321LXtmR+SzJunMjx29U3lB97SVmZ4cW/fyDe6D+fXlOzXT3DvS3vyZpLx4Zhhvum/JOiOsP96ldvys9vPDS3LGupzA2aouHWDNDq5LsoqqP5nZ8aIP738aAlB2ThoIolyviBEpJLsullqZ3ufZ9od67OFLX7PDV+4nWWBu/48VTqm1yu93F6H6XGkY8q17dfbrdYPk9y/GlSsXWJxVT3x9p2KU4Bep+PWifKQjGrHNtVMasyzfiYUOMpsW5tzJKGq+sM1vf3cfw4CvqerCdFvM85Ro+rHt9wnfuwPb3hDsZ65cOfD/dw/3hbXJVlror7/+mumzPcvs4r/ec718TtP74Q38oHriqoGisD5Yem9M7zD/zwKWUd1EzyHba5DCZBugOra689IJz2KMKDLjdAxxuuv33TTrcdfWz8betYJwZ0bvCGfTIHv1XHFgzXLBtiq5f3/QzqNMsiMbeXj2hrOWb+PonXnxwLHsO+HpPIEgSxc4nt8xA/Zlb8I2OjNpkO/UwfB7UsErPY2K469uOoYydfzt+W/Nw/uZ+ISXXMZLvjdQftMvutYxgnkXymy7ljqXS8+ejy0THSL/O3k89nSQLDvRDf/uFdZYgS9dDUxX+fiR8FTx4rrnbrqj/5qTTcrtzHH6oHtEJ0fRFqx5OhwnB77INUYe+46uS7Brq+gcjgKZZZ1nB71IGhkf1Xdbjr6AFpEW+DW8ZQLOvHPdHunCmlGLPP/Xb15dJ1hjEZ2ls3nqpiZsaEv61NAvP2e8U+l5j1C22sJbdP1bKag92NqYyB7H8iQXrE+zyULcakxBIx2+w3mzA29TFLjCOvjc5xLo1FxWV0zKLt1zh1+rm434dqu3Y+cNqlSe2nWFnbJKPLNe42w/Hj56gqIoZ7cfGV+PlpxABffiY++Omb4gfaeL/3/k1x+3fPxevNDLXWcDu+ey0e//Jtcd38He6GlOHqfTHihKLScAFAJZ7ICZiNTpyTEs2eoeJRf3afZImY6W3MNv+VWSxmsH3kSeu4fYnhAtRiZiGZM1o1KyqY8mVAXyFY4sRikZjtg+EuGDPYNno2P/JyOYYLMIZc0tTLdn2WNY/MZdEpLBWznTbchWMGW2b6rVIMFyzCezBR5txruwTIGZkVA/teXyqhRu8HRjiUhLx4zPbkkjJcAuRJ4rQrMhguAABAAzBcAACABmC4AAAADcBwAQAAGrAdw/3LmX6FUvoXPNZDPWEWPGX6pzvi99//vvj9Tz7vPr8SX/64+3/3+emfrDL7gOnHjz8S38SWr8zXP9le3eszjAvD44evIuWWouU4NHW9Jb580X1OjqPE8QMARfbecOVbHu6fJV8Q7JP88QLHcLVxmOTjl12Qbx6+1dVzR3wdWTYJDHcljCEtuK+KbNFwX3wkHlvHg8NB/PkTwPLs/SXlMYar/swg8csgOsGYGUvMcNV3fvKblxQXN9wtc2kN1xsflxE1vvVYzBluR/ZYAoAoB2S46m9Mk5fCvIQaM0JjuE4SMompA8O9/Ia7/kxzeziGe/G5eGodDyHT//gf4FApGq40tP4HnjeXgRXuOwj1D0RHyjkv7vWWpYyyWKe/HZ/IdtUZ+Zyfj1Mz2ccPP+oS0WCQvWGq77xkbC7tbrBNVSUzd7mNVVZuR820N4bvl9mUs5bHZibWyYHP1JmbOmHwthcxXL/cvJnicFVBEbv078c4LCPj2cfJi0vUVAuGGz9xiptWELNgX9X0TxPs03gb+na79frlJsClZYBR1BmuNLLhzfrqTQv2m/bt9xVa3+u3PrjmrMjNTIc6h3u8YZ1W2eIMd/xbHUKM4b6SiVol0T6Z9YlrWCbL9knQSaImgYZJLp6oLWwj3WxTby86k9TLYoYbQdY/cUbqzois77ztBeW0SUwyXWMwTh1dn39ifdYxs7dvzMY2TNUut22qnDG4+hOj+H4MDdfd/vBdysjtEy5/WbpPdnmrD1XjZwzTfk8W4FCpNFzf6B6L250hDrNXY7j+Q1B+uYGy4Xp16lmtb95VhrvIz76pJCWTZ58E+2TV/yuTmLUsum6HNgE/scYTtUXEPHrS640wXGlemdlTDm18fn8Cw02UK/Y7QczQXVL9D00mNKeORHuT32vi/QkNt9x+j6Thhtu2vx/6rz97dU6Nv498CJHLygBV1BluYGjWJWT7c3GmOVA0XH/ZHMOVl77mPuChEpdKuH3yfks87hL48LlguFONJ2HUaWoNt7ZcnFS7fUNJ9i9pJDlSJmOh4xwr47clan4rG64qF6k3RSpOmXHh9ises+R+Gcn8WzUAhwOGW41tuDphbZJaaF5q9hTiJ8hi4lvJcOcm3NT6voml4qAYabgF05Nkyqg2D3Vuw3Alep9uyO2rrOHG46dibtqC4QLsChhuNa7hurgmpxKelwwTCbuY+NYw3BrjKlBruEsldkXCwGyKhju0ZWuGa6HGSmZ/TTXcTb8wXIBdYZrhBua3PcNVD1MVfkBjiXu42YRrm5xKcEECTa2fSZzD8nSiDykZbt0MuEis3bqPjomV+jcK3XbfJB1S/Qu/X91w9b7LniB0RNthSMYvZeb+9+saLvdwAeqZYLgxc92e4ZonoWMPZg0s8JRyIeEOSVMndjuZ6cQbNU5jUikD1OsuZbhLJdrwxEIn9h9323fMIxKPOZhYOv3r6og8pWzHTPXbNa4lDTeo09rng9n1sfDj4MfRQ24nfsKS7JMT6zUNl6eUAcZQZ7idoTlsLiUb6gxXzUa9bWlswxxluB3BdiPtmH3pq9pw+886iRr673PrW8lZYSXCiHnEUIk2zmZdY+4xfOOpwdmeSvwykUe2FW1fymRKBP2IGFIupppFDbdDmZhdnzrZcM3OGxsdvhmO2U9uneHyVQ13kVs1AIfDxHu4+whn4wDLscTftgMcFgdkuGaWyy/jAMxFHUvMbgHGcFCG26PeFkSiAJgMP+kIMImDM1ze5wkwB44fgKkUDRcAAADmg+ECAAA0AMMFAABoAIYLAADQAAwXAACgARguAABAAzBcAACABmC4AAAADag2XPOziAb7D9/lrzfdezaU6X9fVb8Sj1+kAQAAqDJc/SPl3s8hnn9yuvms3ol5Ik56o9VvEDnpPj96yQ+cAwAA9JQNt+IVXM7vE+vfWVUzYG24vKAaAAAOnKLhqtlr3jCdMs4Pm2O4AAAAPQXDrbskjOECAADkYYYLAADQgKLh1rxoGsMFAADIU35o6uKZOO0M9Pj4VDyzvg+fUsZwAQAAUlQYbo82Tmm8iuDvcDFcAACAJJWGCwAAAHPAcAEAABqA4QIAADQAwwUAAGgAhgsAANAADBcAAKABGC4AAEADMFwAAIAGHP3jH/+ILgAAAIDlOPrb3/4WXQAAAADLcfTnP/9ZMMsFAABYl6Pz83PRm24/08V4AQAA1uFIdPr73/8uvv76a/Hll1+K58+fAwAAwMJIw0UIIYTQusJwEUIIoQbCcBFCCKEGwnARQgihBsJwEUIIoQbCcBFCCKEGwnARQgihBsJwEUIIoQbCcBFCCKEGwnARQgihBtpvw331QNw4OhJHR3fFE/1VU+n6736uP182fX63i20fX8O6cX5yR9Vz4+E3+huEELo8amu4SxsUhruetNm2ND8MFyF0mZU03G8e3ogmv1lJ8bIZ1CU2XLWft3QigxBCl1BFwz364QMxWOsTcbf/DsNVuuyG6+x7hBBCc5Q0XJlw7zwQD354Qzx4pb/sLzPK73zD/UZ+Jw06YshmVpxiMCy9nTvdvEqbmSnj1OctSxlDut6pM7fhhMMmMFz/3mffnxnanPxoYic7fhm/TrlcxsntQ+rEKWu4iRON+Dp+zKzxpOXvp9wJjF/Wb79cHhk/l/GkCCG0XyoY7hOVqGXy7s1QJctNUtN6csdLoqn7f8UZoW3cntEn1pNtqZ6JqeQ/KfnqtseM396eMj47HtpwPAOsk4mHG99vHt61Ppsy9kmErtOKy2DI6bgGpu2x6Xu14cb63n030siVwj6Z8u5YVG214xHuE4QQaq+i4aqk1iWv/l+d7HzDDaVNwE+s2YTaK2YevVSyjc3Gxhhuud1pResJ+pNopzS2CQm/Zr1UmYSZurGfGNfEfgzWKe5vT5nyqv3hlQnfTGUb/HiMbQdCCK2ghOEq4zOJuE9iN7rZrf25ZFzRhF1MfAmjzihaT0xTTU8qYUx+f1J1TEz4NX2TZSJG5Lc5blgrG67efmj0CSXjlBkX3jrRdk+MP0IILakqw1VGMiTrIKnphKYu5VmMTnxrGW7aWOpUZ7hmFpliXMLXsZhyYiOlzU6vvx3D7aX7oWOQPelJjo9MLPQ6pg/RNhTHHUIIra86w/XkJDWdzPxkOC3xrWO4NWXyqjPcebPoUPP65rZ5e4ZryYyVVIyS46NsuGadaBuS20UIoXZKGG46Efeyk5p/D80onnzz213FcBcxwXjCl3XbiXzhxJ6KraNU/7zv1zdcta3ivsvFKLMs3v7w+2i7MVyE0A5okuE6SU4mdrusNqfuuzD5mmVh4lRa2nBLBl8v3/zk5/6+tpfIlQnPNXgjbWJevKJPKTsx0OtZJwhxw0rHpyauw/ZNO711urHhb9uPo6OsMYZ9MuXtOjBchNCuar7hbj7rhKsTWzphW8nZKq9UZ7h+fTZB8o2U6ZmSfJ3tycSv+uJvK9q+Qp/Ssk5gNOF+KZfx95lSej/nDbeTNjFTXx8DWYe3ThiLeBvcMoZyWT/2GC5CaFeVMFyEEEIILSkMFyGEEGogDBchhBBqIAwXIYQQaiAMFyGEEGogDBchhBBqIAwXIYQQaiAMFyGEEGogDBchhBBqIAwXIYQQaiAMFyGEEGogDBchhBBqIAwXIYQQaiAMFyGEEGogDBchhBBqoAMz3Pj7a3sF7861X3S+Ufl9rLus4N20k9/RixBCaKwOyHDzL7cvvnBdKv3C9n1TXX8RQggtpYMxXDWDvdtZZlxLGG4wg/RYczYc1B2doQ/CcBFCqK0Ow3BfPRA3Coa35gxXmWHa7OdKnUzcEA9e6S90f3Omi+EihFBbFQ1XJXOLIIlbJvT5XaesbXCD6ehLu6ZcJOln69R1xExPrRcaW4251BnQFMNV65RmnJOVOpmQcbJM2FNdfxFCCC2lrOH2Jukk8ujMSRuKZDA7ZbBDwrcveQ6GFZpRuc7UvdiUsdWZ5FqG68dhaant+ycZw0lNqq0YLkIItdXoS8oyUTsJXhudn7y9mZcxXH8mVpP4/TqjJpaa0RVmekbrGG7qJGA5he02bXyiTDdRd11/EUIILaXRhhvOqOpMZc5ML6hTm7ltfCkDCdsb1xqGO6fPtXLa7Zxc6FkuhosQQjuhguFqMw1Y03Br6vQNQ60T3MfstD3DrYvLXJl2Pwn6ieEihNAuKWO42jC8pBwaWJ2x1BlubZ2d7Nmc/H/cVLdluHX9nS9VT6zt+bZiuAgh1FZpw5UmFs4aQwNb0HCr6+ylZnC9oUjzSNXvXGZNa1nDrYuJ6UOsz9Va6yllvS8wZYQQWkZpw408kSyTdP/dWoZbXafSZnaX3W6dSS5puFV9ldKx65lhbCpGVnwi97h9lfo7xHbGyQBCCKGN8vdwzSxH0yfwcLa5oOH2qqpTyxh0waxqzHQ5w9XxqDTQjbFVlk9Jme5A6aSg3N/hZADDRQih+So8NLXjqpjJSS0w41OqMdyRiszqW6j6JKRqpo4QQqikvTbc5Mw3opJ5bMdwzT3cuj4sqWJ/9ZWGRU8uEELogLW/hqsNof5yZ97cWhvuUpeSpyrdXy4lI4TQGto7w90Y1SRDUGYSW0/NgC2il3gHMzLskynZsZNsyewRQugQtd/3cBFCCKE9EYaLEEIINRCGixBCCDUQhosQQgg1EIY7Sofx0FTVA2TyKfH2f86EEEL7Kgx3lJb7s6Btq+7PoHJvHNLLeNIZIYSqhOGOUp3hBjPJBr8iFcxKC7PP+YbbS8/4G/QPIYT2XRjuKJUNVxmf9YtWq/90Y2ymmf+Rj17LGG6n0T9AghBChykMd5QKhqvNNTAfaUor/SbxxDoXM1xThkvLCCGUFYY7SnnDVZeS/VmlmW2udO838WKGeFsGLWe4pi5ecoAQQjlhuKOUN9zQxEz5J1XGNVWbe8Z6++Zz7jLvkoabnGUjhBDaCMMdpRGG61zSrTSuOTL3iiXl2eaihluIC0IIIQx3pOoM90lwOXddwzUzWtMu2Y7eeDP1YbgIIdRWGO4o5Y1lc2k3MLIVDUk/Jexvu3RZGcNFCKG2wnBHqWAso58Y1oaWMcaSksaaMGKjRQ2Xe7gIIVQUhjtK5ZmcupxrXU5OPEWspLbXG2PZ/BIy926d9Y2Rt/izIGP6PKWMEEI5YbijVHfpVJnuQK58+jL0CDkPTBnSfxLUaznDrZwFI4TQgQvDHaUV7lUas2xsWIsZbuEHNhBCCClhuKO0tOGaS7/52egaWsZw9SVxZrcIIVQUhjtKyxnuIpeSZ2i+4eplW2o/QgjtmzDcUdIzOot9ejJ3Y/KGhFn696CjhisvJbefmSOE0L4Kw0UIIYQaCMNFCCGEGgjDRQghhBoIw0UIIYQaCMNFCCGEGgjDRQghhBoIw0UIIYQaCMNFCCGEGgjDRQghhBoIw0UIIYQaCMNFCCGEGgjDRQghhBoIw0UIIYQaCMNFCCGEGgjDRQghhBoIw0UIIYQaCMNFCCGEVpcQ/w+FahfttnpI7QAAAABJRU5ErkJggg==)

**Conclusiones**

El método utilizado resultó ser óptimo para los resultados esperados. Aunque su proceso de implementación fue algo complicado, se logró el objetivo al final, e incluso se logró implementar un método que logra predecir el éxito de un estudiante en la prueba en base a sus características