基于Kubeflow的机器学习服务组件化开发方法

# 引言

随着数字化时代的到来，人类已经迈入人工智能时代，机器学习已经渗透到城市管理、环境保护等各个领域。机器学习受到各行各业从业者的广泛关注。

目前，大部分的机器学习都开始以服务化的方式向外提供机器学习计算，即机器学习即服务MLaaS(Machine Learning as a Service)[1],。采用服务化方式提供机器学习功能的平台大多分为以下几种。第一种是使用训练好的模型，以REST API的方式提供模型的预测服务，如华为的文本识别、文档识别和在线文本翻译等。第二种是指定模型，用户自定义训练集来训练模型。以上两种方法开发的模型自定义程度较低，但开发的速度较快。第三种方式是使用代码开发的方式。但其开发所需时间成本较大，开发较为复杂。当需要使用一种更加简单并可视化的方式开发一个新的机器学习模型时，便需要进行更加细粒度的定义机器学习流程。此时，如果使用以上的三种方式，前两种不能够对模型进行自定义，第三种的虽然可以开发新的机器学习模型，但其复杂的较高。

本文提出一种针对非计算机行业从业者使用的机器学习服务组件化开发平台，该平台可以可视化的对机器学习全流程进行编排，并将编排好的Pipeline进行模型训练。机器学习的整个流程可以划分为不同的模块，每一个模块都有特定的功能意义，在模块内可以指定其具体实现方法。在平台中，所有的具体实现方法都是已经编写好的组件，并以可调用服务的方式向外提供计算功能。因此，在对一个模块的具体实现进行编排时，只需要指定其具体实方法和必要的参数即可。

当提交的Pipeline在服务器上进行训练的时候，需要调度器对Pipeline的运算节点进行调度、元数据管理器对Pipeline执行中的元数据信息进行管理，在编排的Pipeline中随着组件的不同，需要有不同的环境（python环境）等。在市场上有许多包含这些功能的开源流程编排引擎，其中有Airflow、Kubeflow等开源的流程编排引擎。Airflow 是一个使用 python 语言编写的 data pipeline 调度和监控工作流的平台，但Airflow主要是使用定时任务执行Pipeline，并且Airflow不能同时存在多种python环境。Kubeflow是Kubernetes的机器学习工具包，整套Kubeflow可以部署到Kubernetes集群当中，并且Kubeflow能够有多种可用的方式动态的加载组件到Pipeline中，并且在运行时Pipeline中每一个组件都是一个单独的docker容器，一条Pipeline中可以有多种环境并存，正好符合Pipeline的需要。因此，本平台采用Kubeflow作为载体对Pipeline进行调度和运行。

# 机器学习服务的组件化建模方法

## 组件化与模块化

组件：组件的最初的目的是代码重用，功能相对单一或者独立。在整个系统的代码层次上位于最底层，被其他代码所依赖，所以说组件化是纵向分层。同时组件可以理解为是最小单元的复用代码的一种封装。

模块：最初的目的是将同一类型的代码整合在一起，所以模块的功能相对复杂，但都同属于一个业务。不同模块之间也会存在依赖关系，但大部分都是业务性的互相跳转，从地位上来说它们都是平级的。在当前组件化平台上对于模块化还有另一层定义：

* + - * 1. 模块是组件的流程化：一些特定的组件的特定组合，这种组合经常是一起出现在pipeline中并且改变较小，这一系列的组件便可以构成一个模块。
        2. 模块是代码和组件的组合：一些特定组合的组件和一些特定的代码可以完成一类特定的工作，在这类特定的工作中，其组成组件是可同类替换的，并且代码是不变的，但代码的参数可调，这一类特定的组合可以构成一个模块。
        3. 模块是一部分复杂代码的集合：一部分复杂代码，其可以完成特定的功能，且代码不变、参数可调。这一类代码可以构成一个模块。

总体而言，组件化开发和模块化开发实际上有各自的适用领域。组件化开发更多被应用于技术底层的实际实现，而模块化开发则需要结合实际的业务功能。组件化和模块化的具体区别如表1。在项目的实际开发过程中，两种开发模式往往是并存的，结合使用的。

表1 组件化和模块化的具体区别

| **类别** | **目的** | **特点** | **接口** | **成果** | **架构定位** |
| --- | --- | --- | --- | --- | --- |
| 组件 | 重用、解耦 | 高重用、松耦合 | 无统一接口 | 基础库、基础组件 | 纵向分层 |
| 模块 | 隔离/封装 | 高内聚、松耦合 | 统一接口 | 业务框架、业务模块 | 横向分块 |

## 服务的组件化

当机器学习平台需要向外提供服务的时候，为了划分不同的功能对外部提供服务，需要采用组件化的方式对不同的功能进行低耦合的开发。组件化的开发可以使得机器学习流程中的服务都是以单独的方式向其上下游提供服务，不会依赖于其他组件，组件之间的运行互不影响。

机器学习可以在三个层次上进行组件化：

* 1. 应用层：应用层可以提供高度封装好的功能接口，使用者无需机器学习背景知识，只是在Web UI上使用可视化拖拽的形式构建Pipeline，并提交训练数据进行训练。
  2. 中间层：在中间层可以提供训练好的模型、已经编辑好的Pipeline段和编辑好只需要提交训练数据的模型等，使用快速化和高度自定义化的方式实现颗星化需求。
  3. 框架层：框架层可以提供梯度下降算法、softmax、卷积运算等等，这些都是构建深度学习必要的基础组件，但开发者必须设计模型，需要有深厚的深度学习背景知识，以及大量的数据。

在三个层次的组件化中，其组件化的细粒度逐步变小，其自定义程度逐步变高。组件所在的层级越高，接口越简单，使用越方便，但灵活度越低，只适合非常通用的场景。层级越低，灵活性越高，但编写和训练模型就越复杂。高级层次包含了低级层次，从结构上来说，高级层次是对低级层次的使用，低级层次能够有很高的灵活性来组装成高级层次，但其方式比较复杂。高级层次虽然比较简单，但其灵活性不如低级层次。所以处在中间层级的模型组件化能够在复杂性和灵活性之间取得很好的平衡。

## 组件化的开发方法

组件化的开发主要是将一定细粒度的机器学习方法封装为一个组件，封装好的组件能够直接的向外提供服务。将机器学习中需要执行和调用的方法封装为各个组件，每一个组件有其特定的功能。组件是最基本的能够重用的功能封装，不需要统一的接口，因此在开发上没有过多的要求。

在组件化的基础之上可以通过模块化的方式对组件进行一层封装，此时可以将模块定义为一个复杂的代码和组件的集合和功能堆叠，在一个模块中可以存在多个组件和功能代码的组合，一个模块强调的是一个功能的具体实现，模块内部的组件是可替换和可修改的，模块配置中可提供对模块参数进行修改的接口，以此使得整个模块的可修改行更强，在具体pipeline编排的过程中，一个模块可以被当作是一个组件去编排，在编排的同时模块的内部实现是可以在一定程度上进行修改的。

## 组件化服务平台

组件化的服务平台指的是将以组件化开发的功能组件/功能模块以组件化的方式向外提供服务，各个组件之间互不影响、独立运行。在平台上能够动态的去编排组件并形成一条由组件组成的pipeline, pipeline中的每一个组件都是一个单独的服务。在调度时会将每一个组件看作是一个单独的服务，同时也是pipeline最基本的调度单元，调度器向组件中输入需要计算的数据，组件返回计算结果。

# 机器学习服务组件化开发框架

机器学习服务组件化开发框架采用组件化的形式将机器学习服务进行打包，并使其向外提供计算服务。

服务组件体系结构（SCA）[2]是根据面向服务体系结构（SOA）[3]的原则组合系统的建模规范[1]。SAC将实现关注点分为三个构件：(a)：组件实现其业务功能；(b)：将各种组件组装在一起形成一个模块以创建业务解决方案；(c)：服务创建用于远程访问组件和复合功能的接口。

传统的机器学习服务组件化开发框架一般采用SCA的方式，通过Web远程访问API的方式将系统内的算法以服务的方式向外提供，在Pipeline的编排端能够直接组合API调用顺序的方式来构建不同的机器学习模型。此时，一个API便是机器学习流程中的一个组件，每一个组件都是一个单独的或者是集成的Web服务。当调度器中传入Pipeline进行调度时，调度器需要维护整个机器学习流程中的全部输入数据和过程数据。在调用指定API的时候需要将这些数据以HTTP的方式在各个组件之间传输。此时，数据的维护便是调度器中一项任务量不小的工作，并且，当机器学习数据量达到一定规模的时候，Web之间的数据传输就会成为整个机器学习流程中花费时间最多的过程。机器学习组件在服务器中是一直处于部署状态的，当有请求过来时，组件开始运行。这种方式会导致大量的组件服务都是处于上线状态。

本文所提出的机器学习组件化开发框架同样也是将机器学习的不同的步骤封装成为不同的组件，再让不同的组件以独立的方式去执行，并返回执行的结果。与传统机器学习服务组件化开发方法不同的是，当前组件并不是以Web API的方式向外提供服务，并且组件的运行方式也不是在同一个工程项目中。当前组件均是以描述文件的方式存储在云上。当需要对Pipeline进行调度时，只需要将指定需要调用组件的描述文件和输入数据的元数据信息便可。此时，组件会以一个docker容器的方式启动，并到元数据指定的地方加载所需要的数据进行计算，计算完成时，将执行结果存储到元数据指定的结果存储路径中并关闭该容器。在当前的框架中，如果是在分布式的环境场景之下，可以采取移动程序的方式，将数据处理程序传送到数据所在的服务器中运行，避免了使用网络的方式传输大量的数据，节约了大量的数据传输时间。

# 基于开源框架（同构代码）的机器学习服务组件化建模标准与开发方法

同构代码指的是在同一个工程项目中的代码，它们对特定的数据有着相同的数据结构，当一个工程的子模块被组件化为多个不同的组件时，这些组件之间相同数据的数据结构不需要再进行转换便可以直接在组件之间进行传输。

在面对基于开源框架（同构代码）进行组件化和建模时有两种方式对其整个项目进行组件化。一种是扫描整个开源框架的源码，直接对源码进行组件化。一种是在开源项目向外暴露的API方法上添加一层调用该方法的方法，并对外层方法进行组件化。
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