# 大模型在推荐系统中的应用与进展

## 大模型架构创新

当今工业级推荐系统开始引入大模型（大语言模型及多模态大模型）的先进架构，以提升模型容量和表现。**Transformer结构变种**在推荐场景中得到探索，包括改进的Tokenizer、位置编码、注意力机制、前馈网络和归一化方法等。例如，大模型常采用子词级别的分词器（如SentencePiece）来处理物品或内容文本，这甚至被用于生成**“语义ID”**序列以表示物品。这种基于内容的离散ID能够将**相似物品映射到相近表示**，缓解传统ID冷启动问题。在位置编码上，引入RoPE旋转位置嵌入等新方法使模型更好地泛化长序列。在注意力机制方面，工业界尝试了**稀疏激活的Mixture-of-Experts (MoE)**架构来扩展参数规模，比如在多模态模型中引入专家路由以实现**万亿级参数**的稀疏激活。这类架构扩展方法被视为unlock模型性能上限的关键。Meta最近提出的ExFM框架即采用**外部大模型+蒸馏**的思路，将一个超大教师模型的知识外部蒸馏给多个下游推荐学生模型，从而在不大幅增加推理成本的情况下获得性能提升。ExFM的**教师模型规模达数万亿参数**，服务于广告和推荐等多个垂类学生模型，以摊薄训练成本；同时通过辅助头和适配器缓解数据流动态分布造成的偏差。这一方法在内部大规模应用和公共数据集上**显著提升了推荐效果**。此外，**Stacked Factorization Machines**等新颖网络结构也被提出以实现推荐模型的可扩展性规律。例如Meta的Wukong架构纯粹堆叠因子分解机单元并联合宽和深度扩展模型，被证实可以建立**推荐领域的Scaling Law**：随着模型更“高、更宽”，性能持续提升并超越SOTA模型。Wukong在内部百亿规模数据集上的实验显示，其在模型复杂度扩大两个数量级（>100 GFLOPs/样本）时依然保持性能优越且遵循可预测的性能增长曲线。

大模型架构的各组件也针对推荐任务进行优化调整。例如**激活函数**从ReLU改为GELU/SwiGLU等以捕获非线性特征，**归一化**层采用LayerNorm对长序列稳定训练。此外模型也在探索**多任务与多目标架构**：通过设计统一的输入/输出格式，以一个大模型**同时支持召回、粗排、精排甚至多种交互预估任务**。研究表明，大语言模型具备作为**“通用推荐学习器”**的潜力，可在统一框架下处理多种推荐任务而无需为每个任务定制模型。为提升这类通用模型的性能，学者提出了**多模态融合模块**来整合物品的文本、图像等信息，以及“**序列输入-集合输出**”的生成方式来高效地产出候选集合。在某头部电商的工业数据上，这种LLM式推荐模型已达到与精调的任务专家模型相当的效果。不过，由于文本生成式推荐效率和准确率仍有挑战，实际应用往往结合**多任务学习**策略，在一个模型中**共享和区分参数**来兼顾不同目标。例如在新闻推荐中，学者提出**统一模型 UniRec**同时执行召回和排序，用单一的用户表示来生成候选集并做细排，从而**大幅降低了维护多模型的开销**。UniRec通过从用户历史点击学习用户embedding用于排序，再基于该embedding对预训练的**基础兴趣向量集合**做注意力组合，生成兼顾广度的召回embedding。在线下数据上，这种统一方法在效率和效果上均取得提升，被认为有望简化线上多阶段链路。总体而言，大模型架构的引入为推荐系统提供了**更强大的表示学习和建模能力**，从底层组件到整体范式都在演进，以适配推荐领域的规模和实时性需求。

## 融合大模型的世界知识

引入大模型的一个重要价值在于**融入世界知识**，即利用模型对内容和用户的丰富理解来改进推荐。**物品侧**，大模型可以基于物品的跨模态内容（如标题、描述、图像、音频等）学习到**语义丰富的表示**，弥补了传统ID向量的冷启动弱点。例如，在YouTube视频推荐中，Google团队用视频的文本描述和其他内容生成“**语义ID**”，代替随机ID嵌入。通过对每个视频的内容向量进行**残差量化编码**，得到离散代码序列（语义ID），并用LLM常用的SentencePiece对其分片处理。这样，每个视频被表示为若干语义token，使得**相似内容的视频具有相似token序列**。在线实验表明，用语义ID取代原始视频ID后，新上传和长尾视频的泛化推荐能力显著提升，而整体效果不下降。这证明了融合跨模态内容所蕴含的知识可以**提升对冷启动内容的召回和匹配**。另一方向，大模型可以根据商品或媒体内容自动生成**标签、摘要或embedding**，用于丰富物品画像和索引。例如Pinterest等平台使用图像-文本预训练模型理解Pins的视觉内容，赋予语义标签，增强了推荐的准确性（相关工作报道在A/B测试中提高了冷启动Pin的点击率）。同时，多模态大模型（如Vision-LLM融合模型）能够实现**跨模态推理**，理解商品图像与评论文本的一致性，从而过滤不符的推荐。前沿工作SPHINX就展示了通过**融合多种视觉编码器权重和视觉嵌入**到LLM中，可提升模型对不同视觉任务的泛化能力。这预示未来的推荐系统或将拥有一个对图文声多模态内容都深刻理解的“通识大模型”来统一表示物品。

在**用户侧**，大模型的世界知识体现为对用户行为的高层次理解与推理能力。传统推荐系统主要用ID向量或简单统计特征表示用户，而引入LLM则可以对用户历史行为序列进行**自然语言式的总结和解释**。例如，研究者尝试把用户看过的商品名转换成一段描述用户偏好的文本，然后用LLM来生成推荐。这种方法曾在小规模实验中展示了可行性，但也发现**直接将行为转成文本输入LLM往往缺乏判别力**，且长序列逐词生成在实时性上不切实际。为解决这些问题，Google提出了**“User-LLM”框架**：先用一个Transformer Encoder将用户的海量历史交互压缩为一个紧凑的**用户embedding**，该embedding融合了多种行为（浏览、点击、评分等）的模式和偏好，然后在LLM推理时通过**Cross-Attention或软Prompt**把此用户embedding融合到LLM中。这样，LLM不需要处理长行为序列文本，而是直接获得浓缩的用户画像。例如在美食推荐场景下，User-LLM把用户过去一年的餐厅访问记录编码成embedding提供给LLM，结果LLM能更准确地理解用户口味并生成个性化回应。**多数据集的大量实验**验证了这种方法的有效性：在需要深刻用户理解和长行为序列建模的任务上，注入用户embedding使LLM性能**大幅提升**。特别是在下一个物品预测这类任务中，User-LLM相较不使用LLM的方法取得**最高的Recall@1**，并在偏好类别预测和评论生成等任务上表现出色。更难能可贵的是，这种融合方法**计算开销可控**，因为embedding长度远小于原始序列长度，使LLM推理开销降低，同时也**保持了LLM原有的知识**。除了embedding融合，LLM还可用于**推理用户意图**：例如电商场景下输入用户最近浏览和搜索记录，让大模型生成对用户当前需求的推测（如“正在为家庭影院寻找性价比高的投影仪”），再据此匹配商品。此类对话式推荐代理已在一些研究中出现雏形。总的来说，借助大模型对内容和用户的丰富知识，推荐系统开始具备**理解语义、推理意图、解释行为**的能力，从“相关性匹配”走向“智能决策”。线上实验已经表明，将大模型世界知识融入推荐可带来切实收益，例如YouTube用内容语义ID增强模型在长尾视频上的表现，又如某头部外卖平台通过大模型微调技术捕捉区域时段变化的用户兴趣，实现首页推荐CTR和交易额提升。

## 训练范式的创新

在训练范式上，引入大模型催生了**预训练+微调+强化学习**的三段式流程在推荐领域的探索。首先，大模型可以通过大规模无监督预训练（如语言模型预测下一个物品、掩码预测属性等）获取通用知识；然后经过有监督微调（SFT）学习特定推荐任务；最后可能结合强化学习（RL）进一步优化业务目标。近期研究揭示了直接用传统有监督方式微调LLM做推荐的局限：例如在下一地点预测中，用SFT训练LLM去输出**唯一的下一个POI**存在不匹配，因为每个训练样本只有一个实际下一个地点，无法训练模型生成**Top-K列表**。对此，清华等提出了**Refine-POI**框架，使用强化学习微调LLM的生成策略。他们为LLM设计了**与推荐指标挂钩的奖励函数**（如对生成的Top-K列表计算命中率类奖励），让模型在只有单一点真实反馈的情况下学会产出优化整体排名的列表。实验显示，该方法使LLM在Top-K推荐准确率上达到新的SOTA水平。这表明RL（类RLHF）的引入可以弥补LLM生成式推荐和精排目标的不一致，提高列表质量。在工业实践中，也有公司尝试利用**用户行为反馈作为奖励**，通过策略梯度方法优化推荐模型的长期指标。例如字节跳动曾报道用策略价值网络优化用户时长和交互多样性，美团等也探索过强化学习来均衡短期点击和长期留存。

另一大方向是**模型蒸馏和知识迁移**，以应对大模型训练和部署的高成本。Meta的ExFM就是工业界的成功案例：它将超大规模的“外部基础模型”作为教师，持续蒸馏提升线上较小的广告推荐模型。这样，学生模型在保持低延迟的同时吸收了教师大模型在多轮训练中获得的新知识。ExFM还包含**数据增强服务**，持续将新出现的query/ad加入训练，结合辅助头和适配器解决流式数据分布漂移。在Meta内部广告系统的测试中，ExFM带来了**显著性能增益**，并成功通过了WWW2025工业组A/B测试的验证。类似地，外卖平台Ele.me（饿了么）在WWW2025上报告了一种信息瓶颈理论指导的**预训练推荐模型微调方法**（IAK）。他们将工业推荐系统看作预训练模型，提出在微调阶段显式分两步“知识压缩”和“知识匹配”，用特殊的核函数适配微调。该方法已在数亿用户规模的外卖首页上线数月，取得了**可观的业务利润提升**。这证明即使不额外扩增参数，仅通过**精巧的训练范式**设计，也能大幅提升成熟推荐系统的性能。

**高效微调**也是训练范式创新的重点。在面对百亿级参数的基础模型时，全量fine-tune代价高昂且可能过拟合。因而业界大量采用参数高效微调(PEFT)技术，如**LoRA (Low-Rank Adaptation)**、Prompt Tuning等。LoRA通过**冻结原模型权重，仅低秩更新部分权重矩阵**来训练，大幅减少了需要更新的参数。在推荐场景，将LoRA应用于预训练LLM，可以在数小时内完成对新业务数据的微调，并方便地部署在现有大模型推理服务上。业内报告显示，相比全量微调，LoRA能以不到10%的训练成本达到近似的效果，是在推荐系统中**定制大模型**的实用策略。除了微调，近期出现的**模型权重融合**方法也吸引关注。研究者发现，可以直接对不同任务或数据上训练的模型进行**权重平均或合并**，获得兼具多方能力的模型而无需额外训练。例如Solar项目中，将两个在不同数据集上instruction-tuning的中型LLM按权重平均融合，得到的新模型在综合基准上超过了各自单独微调的性能。这一现象也被用于推荐场景：如把一个注重用户短期兴趣微调的模型与一个注重长期偏好微调的模型合并，可望同时顾及短长期效果。据报告，简单的**权重平均**就使某些评测指标提升了1-2个百分点。当然，更复杂的融合（如按层或按模块选择性融合）也在探索中。多模态模型SPHINX进一步展示了**融合不同训练阶段的模型权重与视觉特征**，可以提升模型综合能力。总之，模型微调范式正变得更加灵活高效，通过**蒸馏、迁移、低秩微调和模型融合**等手段，让引入大模型的推荐系统在可用成本内不断逼近性能上限。

值得一提的是，业界也开始尝试**联合训练推荐大模型与现有召回/排序模型**，形成端到端优化的新范式。一种思路是将大模型作为**上游生成器**，产出候选内容，再由下游精排模型打分，整个过程通过可微分的近似目标联合训练，以最大化最终评价指标。另一种思路是利用大模型生成的伪数据或监督信号来训练现有模型（如用LLM判断推荐结果好坏作为标签，训练一个轻量模型实时判断)。LinkedIn 的“eBadMatch”就是这样一个案例：先用GPT-4评估求职推荐匹配的好坏，再训练小模型模仿GPT判断，以过滤低质推荐，结果线上A/B显著降低了用户拒绝率并提高了申请转化。这类**人机协同优化**的训练范式为推荐系统注入了新的活力。

## 推理范式的创新

在推理阶段，引入大模型也要求对**在线推理范式**进行创新，以平衡性能与效率。首先是**缓存和复用**机制的引入。由于大模型推理开销高，**KV Cache**（键值缓存）技术被广泛应用于自回归生成任务，以避免重复计算已有内容的表示。当多个推理请求拥有相同的前缀时（例如相同的系统提示或公共上下文），服务架构可以复用已计算的KV缓存，加速后续生成。例如在对话推荐场景，系统提示和用户长历史可作为静态前缀缓存，针对不同的当前query复用，大幅降低首个推荐结果的延迟。NVIDIA的TensorRT-LLM和vLLM等开源加速器都支持**前缀缓存重用**，据报道开启该功能后**首字节延迟**显著降低，而生成结果完全一致。为了进一步利用缓存，有研究提出将输入拆分为**Prompt（静态上下文）和Dynamic部分**分离编码：静态部分（如长历史、说明文档）提前离线编码，其KV缓存独立存储；仅动态部分（如实时query）在线编码并与静态缓存拼接。这种“前缀-动态”分离让大段上下文的代价摊薄，使得推荐Agent可以高效利用**长会话历史和知识文档**而不显著增加每次响应时间。

其次，在**生成解码加速**方面，业界引入了多种创新技术，借鉴自NLP领域以缓解逐token生成的延迟问题。**Beam Search**等方法可以一次探索生成多个可能序列，取最优者输出，从而在给定步数内获得更佳结果（在推荐场景常用于生成多个备选推荐列表以供选择）。更具突破性的是**Speculative Decoding**和**多token并行解码**等方法。在Speculative Decoding中，引入一个小型“草稿模型”并行运行：它快速生成若干候选下一步tokens，大模型则对这些候选并行验证。如果草稿tokens通过验证，就批量接受，从而**一次大模型计算得到多个输出**；不通过则丢弃重采但也不浪费过多算力。OpenAI报道这种**“先赌后证”**的方法可在不损失回答质量的前提下将GPT系列模型推理速度提升2-3倍。多模态场景下也有类似工作将Speculative Decoding用于图文生成，加速效果同样显著。另一方向，Apple最新研究表明大模型其实**隐含预测多个后续token的能力**。他们设计了**多token并行生成框架**（MTP）：通过在Prompt中插入特殊占位符，让模型一次性填充多个词，再逐一验证纠正。在一个8B参数模型上实验显示，同时生成8个token可平均获得2-3倍加速，在代码和数学这类可预测性高的任务上甚至达到5倍提速，而且生成质量**没有任何下降**。这是通过一种称为**“门控LoRA适配”**的策略来保证多token猜测不影响精度。有了这些技术，大模型用于实时推荐的延迟瓶颈有望被极大缓解——例如用户刷新一个推荐Feed时，LLM可以**成批地产生下一批推荐**而不是逐条生成，从而在严格毫秒级延迟内完成个性化生成推荐列表。

第三，**线上推荐链路的整合与覆盖**成为新的探索方向。传统推荐系统往往分为多阶：召回、粗排、精排、混排，每层模型各司其职。引入大模型后，一种趋势是让大模型**在单次推理中完成多阶段工作**，或者**作为其中某阶段的统一接口**。例如，大模型可根据用户当前意图直接**用自然语言检索**出候选（相当于召回作用），再对这些候选进行顺序排列输出（相当于排序），实现“一步到位”的生成式推荐。在学术研究中，已有工作让LLM通过Prompt得到用户历史和意图描述，然后要求模型输出Top-N物品ID列表。这种生成式推荐可以看作LLM隐式地执行了召回与排序。在实践中，全盘交给LLM可能难以满足效率要求，因此也有探索**混合链路**：LLM与向量召回、DNN排序协同工作。例如Spotify的查询推荐系统中，LLM被用于生成**拓展查询**来补充传统精确匹配结果，再由下游ranker综合排序，两者结合带来了用户更长查询和更多探索性意图的提升。又如Amazon音乐的歌单搜索，LLM生成歌单描述和合成训练查询用于改进召回，然后再用轻量模型排序，最终大幅提高了冷门歌单的召回率。可以预见，未来推荐系统的线上链路将更加灵活：对于热门head内容，仍可用高效的向量索引召回；对于长尾或复杂意图，则调动LLM进行**语义级的理解和生成**；最后由精排模型或LLM自身（结合评分策略）给出最终结果。这种**多智能体/多模型共存**的混合链路在最近一些探索中已现雏形，其目标是在严格的延迟预算内，将大模型智能与传统精细模型的长处结合，全面覆盖推荐流程中的各个环节。

## 探索方向与未来趋势

展望未来，大模型在推荐领域还有诸多令人兴奋的探索方向：

* **多智能体协同推荐**：利用多个LLM代理协作完成推荐任务，例如一个“用户代理”模拟用户与另一个“推荐代理”对话，用户代理提供真实的偏好反馈，推荐代理据此调整推荐策略。这种**多Agent对话框架**被认为有助于更真实地模拟用户-系统交互，解决复杂的偏好获取和多轮推荐问题。一项多智能体推荐研究（MACRec）提出让若干智能体分别扮演推荐系统的不同组件（召回、解释、策略等），通过消息传递共同决定最终推荐。初步结果表明，LLM代理能够通过自然语言协商来改进推荐结果，未来或可用于复杂场景下的**自动推荐策略优化**。
* **强化的推理与链式思维**：大模型天然具备一定的**Reasoning**能力，如Chain-of-Thought链式推理，这在推荐中可用于更好地理解用户需求背后的原因，从而给出有依据的推荐。未来的推荐LLM可能会在生成答案前列出自己的思考路径，例如“用户最近浏览了登山背包和徒步鞋 -> 推断TA可能计划登山 -> 推荐登山相关物品”。这种**可解释推荐**不仅提升用户信任，也有助于模型本身校准。LLM提供**可解释的原因描述**已在对话推荐和评论摘要中有所尝试，一项调查指出LLM Agent有望通过**可解释的自然语言交互**彻底改变推荐系统。
* **工具调用与检索增强生成 (RAG)**：由于单纯的LLM无法包含最新的世界知识，将**工具使用**能力赋予推荐大模型成为趋势。具体体现在：LLM在推理过程中可以自动调用检索模块、知识库查询、计算器等工具以获取即时信息。例如在电影推荐场景，LLM可调用搜索API获取最新上映电影列表或查询某演员的作品，然后综合结果给出推荐。这类似于在对话系统中的Toolformer思想。检索增强生成（RAG）技术可以帮助LLM克服知识时效和领域专精问题。相比反复fine-tune大模型去记忆业务最新数据，RAG允许**实时查询更新的数据库**，不会遇到遗忘旧知识的问题。一项研究将**推荐系统技术用于提高LLM检索提示的多样性**，把挑选少数示例提示的过程视为推荐问题以改进LLM在Few-shot学习中的效果。可以预见，未来的推荐大模型将像“管家”一样，掌握一系列工具：向量检索库、知识图谱、内容生成器等，并通过推理决定何时调用何种工具，为用户提供准确而丰富的推荐服务。
* **全模态生成与沉浸式推荐**：随着多模态大模型的成熟，推荐系统将超越传统的列表式、文字式呈现，走向**沉浸式、多模态**的体验。未来的系统也许不仅告诉用户“这本书你可能喜欢”，还**生成一段视频**摘要这本书的精彩内容，或者在AR眼镜中直接呈现用户房间摆放新家具的虚拟效果。这需要推荐模型能够**生成图像、音频、视频等内容**。当前GPT-4V等多模态模型已经展现了根据文本描述生成图像、分析视觉内容的能力，研究者也在尝试将其用于推荐场景，比如根据用户衣橱照片生成搭配建议的图像。虽然这些仍在早期，但技术趋势非常明确：推荐将从单纯的信息过滤，扩展为**内容创造与场景融合**。通过大模型强大的生成能力，用户能够“体验”推荐——如试听一段音乐、试读几页电子书、甚至让虚拟形象试穿衣服。这种沉浸式推荐有望极大提高用户参与度和决策信心。近期的一些多模态模型（如SPHINX-X）已经在**跨领域多模态理解和推理**上取得突破。它们展现出在不同模态和任务上**规模化提升性能**的趋势，这为全模态生成式推荐打下了模型基础。

综上，大模型+推荐系统正处于蓬勃发展的起点。从模型结构、训练推理范式到未来方向，都出现了丰富的创新。工业界的实践（Google、Meta、Pinterest、抖音字节、阿里、百度、美团、快手等）和顶会论文共同推动着这一浪潮。例如，YouTube语义ID、Meta ExFM、饿了么IAK微调、LinkedIn LLM过滤、Spotify/亚马逊的LLM增强检索等**实战方案**已经通过线上A/B测试验证了效果。可以预见，随着基础模型能力的提升和针对性改进，**大模型将在推荐系统中扮演越来越核心的角色**：不再仅仅是一个召回或排序模型，而是成为贯穿用户交互、内容理解和决策反馈的智能中枢，为用户带来更贴心、更聪明的推荐服务。
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