**STAT 501 – Homework 5 – Fall 2015 – Due Oct 4**

**Instructions**: Use Word to type your answers within this document. Then, submit your answers in the appropriate dropbox in ANGEL by the due date. The point distribution is located next to each question.

1. (**8x5=40 points**) Suppose that X1, X2, and X3 are potential predictor variables in a model used to predict Y. Use the given SSE values in the following table to answer the questions below.

|  |  |  |
| --- | --- | --- |
| SSE(X1) = 510 | SSE(X1, X2) = 450 | SSE(X1, X2, X3) = 330 |
| SSE(X2) = 905 | SSE(X1, X3) = 400 |  |
| SSE(X3) = 720 | SSE(X2, X3) = 640 |  |

The notation SSE(X1, X2) means the sum of squares for a multiple regression model that includes X1 and X2 as predictors (and does not include X3).

1. Calculate SSR(X3|X1). Show your work.

SSR(X3|X1) = SSE(X1) - SSE(X1, X3) = 510 – 400 = 110

1. Explain in words what is measured by the quantity calculated in the previous part.

SSR(x3 | x1) is the reduction in the error sum of squares — or the increase in the regression sum of squares — when you add x3 to a model already containing x1

It is the marginal effect of adding X3 to the regression model when X1 is already in the model.

1. Calculate SSR(X1|X2, X3). Show your work.

SSR(X1|X2, X3) = SSE(X2, X3) - SSE(X1, X2, X3) = 640 – 330 = 310

1. Explain in words what is measured by the quantity calculated in the previous part.

SSR(X1|X2, X3) is the reduction in the error sum of squares — or the increase in the regression sum of squares — when you add x1 to a model already containing x2 and x3.

It is the marginal effect of adding X1 to the regression model when X2 and X3 are already in the model.

1. Consider the “full” model, Yi = β0 + β1 Xi,1 + β2 Xi,2 + β3 Xi,3 + εi. What is the “reduced” model associated with the null hypothesis H0: β2 = β3 = 0?

The reduced model is: Yi = β0 + β1 Xi,1 + εi

1. Suppose that n = 70. Calculate the value of an F-statistic for testing H0: β2= β3 = 0 for the model Yi = β0 + β1 Xi,1 + β2 Xi,2 + β3 Xi,3 + εi. It is not necessary to carry out the test – just calculate the value of F. Show your work. (Hint: Use the general linear F-test.)

The general linear F-Test is: ![](data:image/png;base64,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)

F\* = [{SSE(X1) – SSE(X1, X2, X3)} / {(n-2) – (n-4)}] / [SSE(X1, X2, X3) / (n-4)]

= [(510-330)/2] / [330/66] = 90 / 5 = 18

1. Calculate the value of the coefficient of partial determination R2Y,2|1.

R2Y,2|1 = SSR(X2 | X1) / SSE(X1) = (SSE(X1) – SSE(X1, X2)) / SSE(X1) = (510-450) / 510 = 0.1176

1. Write a sentence that interprets the value calculated in the previous part.

It is the proportion of variation in Y that is explained by the predictor X2 that cannot be explained by the predictor X1.

Stated differently, it measures the proportionate reduction in the variation in Y remaining after X1 is included in the model that is gained by also including X2 in the model.

1. **(10+6x5=40 points)**
   1. Fill in the blanks in the following tables. The column labeled “Seq SS” represents “sequential sums of squares” (measures the reduction in the SS when a term is added to a model that contains only the terms before it), while the column labeled “Adj SS” represents “adjusted sums of squares” (measures the reduction in the SS for each term relative to a model that contains all of the remaining terms). *[Hint: The t-statistics in the Coefficients table assume all other predictors are included in the model, so if we square these we get the F-statistics in the Anova table based on Adjusted Sums of Squares.]*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Source | df | Seq SS | Adj SS | Adj MS | F-statistic  based on Adj SS | p-value  based on Adj SS |
| Regression | 3 | 100.866 | 100.866(same as left) | 33.622 (100.866/3) | 35.14 | 0.000 |
| X1 | 1 | 67.444 | 33.031 |  | 34.52 | 0.000 |
| X2 | 1 | 3.883 | 0.1594 | 0.1594 | 0.1666 | 0.6841 (1-0.315910) |
| X3 | 1 | 29.539 | 29.539 (same as left) | 29.539 | 30.88 | 0.000 |
| Error | 93 | 88.976 (189.842-100.866) | 88.976 (same as left) | 0.9567  SS/df | ---- | ------- |
| Total | 96 | 189.842 | 189.842 |  | ---- | ------- |

Coefficients

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Term | Coef | SE coef | t-statistic | p-value |
| Constant | 0.58 | 1.24 | 0.45 | 0.652 |
| X1 | 0.34 | 0.058 | 5.88 | 0.000 |
| X2 | –0.01 | 0.0245 | -0.4082 (-0.01/0.0245) | 0.684 (2\* t-stat for df=94 & -0.4082) |
| X3 | 0.06 | 0.0103 | 5.56 | 0.000 |

* 1. Calculate SSR(X3|X1), that is the sequential sum of squares obtained by adding X3 to a model already containing only the predictor X1. Show your work.

We know SSR(x1, x2, x3) = SSR(x1) + SSR(x3|x1) + SSR(x2 | x1, x3)

So, SSR(x3|x1) = SSR(x1, x2, x3) – (SSR(x1) + SSR(x2 | x1, x3))

= 100.866 – (67.444 + 0.1594) = 33.2626

* 1. Explain in words what is measured by the quantity calculated in the previous part.

SSR(x3 | x1) is the reduction in the error sum of squares — or the increase in the regression sum of squares — when you add x3 to a model already containing x1

It is the marginal effect of adding X3 to the regression model when X1 is already in the model.

* 1. Discuss the conceptual difference between the sequential sum of squares (Seq SS) and adjusted sum of squares (Adj SS) in terms of the predictor X2. For this data, what are the numerical values of these sums of squares for the predictor X2?

Sequential sums of squares depend on the order the factors are entered into the model. It is the unique portion of SS Regression explained by a factor, given any previously entered factors.

Adjusted sums of squares does not depend on the order the factors are entered into the model. It is the unique portion of SS Regression explained by a factor, given all other factors in the model, regardless of the order they were entered into the model. For example, if you have a model with three factors, X1, X2, and X3, the adjusted sum of squares for X2 shows how much of the remaining variation X2 explains, given that X1 and X3 are also in the model.

* 1. Calculate the value of an F-statistic for testing H0: β2= β3 = 0 within the model Yi = β0 + β1 Xi,1 + β2 Xi,2 + β3 Xi,3 + εi. It is not necessary to carry out the test – just calculate the value of F. Show your work.

The general linear F-Test is: ![](data:image/png;base64,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)

F\* = [{SSE(X1) – SSE(X1, X2, X3)} / {(n-2) – (n-4)}] / [SSE(X1, X2, X3) / (n-4)]

= [SSR(X2, X3 | X1) / 2] / [SSE(X1, X2, X3) / (n-4)]

= [SSR(X2, X3 | X1) / 2] / MSE(full) = [SSR(X2, X3 | X1) / 2] / [88.976 / 93] = [SSR(X2, X3 | X1) / 2] / 0.9567

Now SSR(X2, X3 | X1) = SSR(X2 I X1) + SSR(X3 I X1, X2) = 3.883 + 29.539 = 33.422

Therefore F\* = (33.422 / 2) / 0.9567 = 17.4673

* 1. Calculate the value of the coefficient of partial determination R2Y,2|1.

R2Y,2|1 = SSR(X2 | X1) / SSE(X1) = SSR(X2 | X1) / (SSTO – SSR(X1)) = 3.883 / (189.842 - 67.444) = 0.03172

* 1. Write a sentence that interprets the value calculated in the previous part.

It is the proportion of variation in Y that is explained by the predictor X2 that cannot be explained by the predictor X1.

Stated differently, it measures the proportionate reduction in the variation in Y remaining after X1 is included in the model that is gained by also including X2 in the model.

1. **(4x5=20 points)**  Consider the “GroceryRetailer” dataset. A large, national grocery retailer tracks productivity and costs of its facilities closely. Data were obtained from a single distribution center for a one-year period. Each data point for each variable represents one week of activity. The variables included are the number of cases shipped (X1), the indirect costs of the total labor hours as a percentage (X2), a qualitative predictor called holiday that is coded 1 if the week has a holiday and 0 otherwise (X3), and the total labor hours (Y).

1. Obtain the ANOVA table that decomposes the regression sum of squares into extra sums of squares associated with X1; X3 given X1; and with X2 given X1 and X3. Give their values along with the associated dfs.

The output from Minitab:

Analysis of Variance

Source DF Seq SS Seq MS F-Value P-Value

Regression 3 2176606 725535 35.34 0.000

X1 1 136366 136366 6.64 0.013

X3 1 2033565 2033565 99.04 0.000

X2 1 6675 6675 0.33 0.571

Error 48 985530 20532

Total 51 3162136

|  |  |  |
| --- | --- | --- |
|  | extra sums of squares | df |
| X1 | 136366 | 1 |
| X3 given X1 | 2033565 | 1 |
| X2 given X1 and X3 | 6675 | 1 |

1. Test whether X2 can be dropped from the regression model given that X1, and X3 are retained. Use the F-test statistic and α = 0.05. State the alternatives, decision rule, and conclusion. What is the P-value of the test?

We test the hypotheses:

*H*0 : *β*2 = 0

*H*A : *β*2 ≠ 0

The full model is the model containing all of the possible predictors: yi=(β0+β1xi1+β2xi2+β3xi3)+ϵi

The reduced model is: yi=(β0+β1xi1+β3xi3)+ϵi
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= ((SSE(X1, X3) – SSE(X1, X2, X3)) / 1) / MSE(X1, X2, X3)

= SSR(X2 | X1, X3) / MSE(X1, X2, X3) = 6675 / 20532 = 0.325

The P-value is the probability — if the null hypothesis were true — that we would get an F-statistic larger than 0.325. Comparing our partial F-statistic to an F-distribution with 1 numerator degree of freedom and 48 denominator degrees of freedom, Minitab tells us that the probability is 0.428723 that we would observe an F-statistic smaller than 0.325:

F distribution with 1 DF in numerator and 48 DF in denominator

x P( X ≤ x )

0.325 0.428723

Therefore, the probability that we would get an F-statistic larger than 0.325 is 0.571. That is, the P-value is > 0.05. There is not sufficient evidence (F = 0.325, P > 0.05) to conclude that X2 is significantly related to the Y.

X2 can be dropped from the regression model given that X1, and X3 are retained.

1. Now test H0: β2 = 0 vs. Ha: β2 ≠ 0 in the model E(Y) = β0 + β1 X1 + β3 X3 + β2 X2 using a t-test. What is the value of the test statistic? What is the P-value and conclusion?

The minitab output is:

Coefficients

Term Coef SE Coef T-Value P-Value VIF

Constant 4150 196 21.22 0.000

X1 0.000787 0.000365 2.16 0.036 1.01

X3 623.6 62.6 9.95 0.000 1.01

X2 -13.2 23.1 -0.57 0.571 1.02

The T-statistic is computed using T\* = Coeff / SE Coeff = -13.2 / 23.1 = -0.571

The p-value(computed using 2\* t-stat for df=50 & -0.571) = 0.571. That is, the P-value is > 0.05.

There is not sufficient evidence to conclude that X2 is significantly related to the Y. Thus it is feasible to drop the variables X2 from the model.

1. From part (a), use sequential sum of squares to test H0: β2 = β3 = 0 in the model E(Y) = β0 + β1 X1 + β3 X3 + β2 X2. Give the test statistic, P-value and conclusion.

Here we test the hypotheses:

H0 : β2 = β3 = 0

HA : At least one βi ≠ 0 (for i = 2, 3)

The full model is the model containing all of the possible predictors: yi=(β0+β1xi1+β2xi2+β3xi3)+ϵi

The reduced model is: yi=(β0+β1xi1)+ϵi
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Now SSR(X2, X3 | X1) = SSR(X3 | X1) + SSR(X2 | X1, X3)

From the table above we get: SSR(X2, X3 | X1) = 2033565 + 6675 = 2040240

Therefore F\* = (2040240 / 2) / 20532 = 1020120 / 20532 = 49.684

The P-value is the probability — if the null hypothesis were true — that we would observe a partial F-statistic more extreme than 49.684. The following Minitab output:

F distribution with 2 DF in numerator and 48 DF in denominator

x P( X ≤ x )

49.684 1.00000

tells us that the probability of observing such an F-statistic that is smaller than 49.684 is close to 1.0. Therefore, the probability of observing such an F-statistic that is larger than 49.684 is close to 0.

The P-value is very small. There is sufficient evidence (F = 49.684, P < 0.001) to conclude that Y is significantly related to either X2 or X3 or both — after taking into account X1.

We reject the null hypothesis.