Use Online Dictionary Learning to Get Parts-based Decomposion of Noisy Data
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*Abstract*—Huge amount of data are generated every day. Extracting interpretable features from the data is becoming important. Meanwhile, dimension reduction and low rank approximation are also becoming important as people want to factorize big matrix into smaller ones, which are easier to handle. Sparse coding is such a technique that can factorize matrix into sparse linear combinations of basis elements. We found that through online dictionary learning, an efficient sparse coding algorithm, we could decompose large data matrix with noise into interpretable dictionary atoms. Such atoms are useful in reconstructing a denoised data matrix.
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# Introduction

Large amount of high dimensional data are generated every day, thanks to the prosperity of the Internet and big data technology. Due to the difficulty of processing high dimensional data, people intend to factorize or decompose large data matrices into smaller ones. The linear decomposition of a matrix into a few basis elements has been a hot research spot for a long time. At first, general purposed basis matrices were used to represent the large matrix, such as wavelets [1]. Later, using ad hoc matrix learned from specific input data produces better results. However, although many such decomposition methods could produce smaller matrices, these matrices are hardly interpretable, especially when the input data are noisy. Such popular methods include principal component analysis (PCA) [2], CUR matrix decomposition [3], etc. We found that online dictionary learning methods, introduced in [4], could not only reduce the matrix dimension, but the atoms in the learned dictionary are interpretable as well. We applied this technology to two different set of noisy data and found the extracted atoms very close to the ground truth.

We compared our method with *UoI NMF cluster* [5] and found our accuracies are at the same level. Meanwhile, we found that online dictionary learning runs faster as it does not require the clustering step as in *UoI NMF cluster*. The following sections are organized as below:

* We first reviewed the core part of online dictionary learning
* We then introduced the application of online dictionary learning on our datasets and compared the results with *UoI NMF cluster*
* We finally discussed potential advantages and disadvantages of both methods.

# Preliminaries

## Online Dictionary Learning

Online dictionary learning was first introduced in [4]. Assume we have a finite training dataset as in , we want to learn a dictionary as a “good” representation of signal . Normally the dimension m is relatively small compared to the total amount of data n. We want to have a such as we can only use a few elements (atoms) in to represent signal . Our aim is to optimize as the sparse coding problem:

where is a regularization parameter. We followed the algorithm as mentioned in [4] with a mini-batch extension in order to prevent polluting the initialization. [5] used a clustering process to extract true bases from noise, which is also a good idea.

# Numeric experiments

In this section, we illustrate the application of online dictionary learning on two datasets, Swimmer dataset and MNIST 2-digit dataset. The details of these two datasets were introduced in [5]. We used SPAMS library [6, 7] as our backbone. After 1,000 iterations, the performance as well as learned atoms are shown in Fig. 1 for MNIST 2-digits dataset, side by side with *UoI NMF cluster*.

We can tell from the metrics that online dictionary learning is on the same the accuracy level as *UoI NMF cluster*. Both methods learned the bases/parts pretty well. Moreover, since online dictionary learning does not have the clustering part as in *UoI NMF cluster*, it ran faster, as is shown in Table. 1.

Although *UoI NMF cluster* takes longer time, we found that it is more robust to noisy data. In both datasets, we added Gaussian noise with *sigma* *= 0.25*. If we tune it to be higher, *UoI NMF cluster* is more resilient whereas online dictionary learning could not extract interpretable bases. The results from Swimmer dataset are similar.

## Abbreviations and Acronyms

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |

*Figure 1: UoI-NMFcluster and Online Dictionary Learning for noisy MNIST two digits data.* The top rowincludes learned bases, correlation between exact and learned bases and mean squared error between exact and learned bases, using

*UoI-NMFcluster*. The bottom row includes the same metric while applying *Online Dictionary Learning*.

Define abbreviations and acronyms the first time they are used in the text, even after they have been defined in the abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, and rms do not have to be defined. Do not use abbreviations in the title or heads unless they are unavoidable.

## Units

* Use either SI (MKS) or CGS as primary units. (SI units are encouraged.) English units may be used as secondary units (in parentheses). An exception would be the use of English units as identifiers in trade, such as “3.5-inch disk drive”.
* Avoid combining SI and CGS units, such as current in amperes and magnetic field in oersteds. This often leads to confusion because equations do not balance dimensionally. If you must use mixed units, clearly state the units for each quantity that you use in an equation.
* Do not mix complete spellings and abbreviations of units: “Wb/m2” or “webers per square meter”, not “webers/m2”. Spell out units when they appear in text: “. . . a few henries”, not “. . . a few H”.
* Use a zero before decimal points: “0.25”, not “.25”. Use “cm3”, not “cc”. (*bullet list*)

1. Time and accuracy

| Table Head | MNIST 2-D Dataset | |
| --- | --- | --- |
| UoI NMF cluster | Online Dictionary Learning |
| time (sec) | 109.899184 | **1.747230** |
| reconstruction error with noisy data | **195.0384** | 368.5899 |
| reconstruction error with original data | 44.6861 | **16.5366** |

# Conclusion

We proposed a new application of online dictionary learning to the task of parts-based decomposition of noisy data in two datasets and compared the performance with the state-of-the-art method *UoI-NMFcluster.* We found that both methods could find the actual bases in the process of dimension reduction for noisy data. *UoI-NMFcluster* takes longer time, mainly due to the DBSCAN clustering step. However, we found this step crucial for the robustness. The clustering step indeed consolidated the learned bases so that they are more robust to noise. Online dictionary learning, on the other hand, runs faster and has the potential of dealing with large amount of data, in an online or streaming way.

Figure Labels: Use 8 point Times New Roman for Figure labels. Use words rather than symbols or abbreviations when writing Figure axis labels to avoid confusing the reader. As an example, write the quantity “Magnetization”, or “Magnetization, M”, not just “M”. If including units in the label, present them within parentheses. Do not label axes only with units. In the example, write “Magnetization (A/m)” or “Magnetization {A[m(1)]}”, not just “A/m”. Do not label axes with a ratio of quantities and units. For example, write “Temperature (K)”, not “Temperature/K”.

# Using the Template

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.
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